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Lay summary  

Approximately every 24-hours, the Earth completes a rotation on its axis, resulting in 
predictable cycles of day and night. The daily alternation of light and dark is so reliable 
that nearly all life on Earth has evolved to take advantage of it. These so-called circadian 
rhythms help organisms to maximise survival and fitness. In essence, they help organisms 
to perform the “right activities at the right time of day”. One of the most common 
ecological interactions is that between hosts and parasites. Because both parasites and 
circadian rhythms are so ubiquitous, understanding how rhythms affect interactions 
between parasites and their hosts can help to explain the many diverse relationships seen 
in nature. In this thesis, I outlined how to examine evolutionary ecology from a 
chronobiological framework and why it matters to do so, asked questions about the role 
of rhythms in mating behaviours using the pacific field cricket Teleogryllus oceanicus, and 
about the role of rhythms in reproductive effort using the rodent malaria parasite 
Plasmodium chabaudi.  
 
In Chapter 2, I wrote a perspectives paper which outlines the importance of integrating 
evolutionary ecology with chronobiology. I cover this topic from three complementary 
angles: (1) rhythms in parasite offense, (2) rhythms in host defence, and (3) parasite 
manipulation of host rhythms. Next, in chapters 3 and 4 I examined whether the cricket 
host of an acoustically-orienting parasitoid fly may have shifted the time-of-day it sings to 
avoid being parasitised. I did this first by verifying circadian rhythmicity and characterising 
singing rhythms (Chapter 3), then I compared singing rhythms between a parasitised and 
an unparasitised population (Chapter 4). We found that the parasitised population sings 
less at the time of day the fly is thought to be most actively host-seeking. This suggests 
that circadian singing rhythms may be a target of natural selection. In chapter 5, I focus 
on the rodent malaria Plasmodium chabaudi, which grows and develops in the hosts red 
blood cells over 24-hours, and each developmental stage is time-of-day specific. When 
mismatched to host time-of-day, both the sexual and asexual stages of P. chabaudi reduce 
numbers by ~50%. I tested whether the sexual stage parasites may be employing a 
strategy to reduce their numbers (i.e., conversion), or whether host immune rhythms may 
be responsible for reduced parasite numbers, in temporally mismatched infections. I did 
not find support for either hypothesis, and so I outline future directions in chapter 5.  
 
The overarching goal of this thesis is to highlight the gains to be made from integrating 
evolutionary ecology with circadian biology, especially in the context of infection and 
host-parasite interactions. From both a basic to applied standpoint, using a 
chronobiological framework to interrogate evolutionary and ecological questions can help 
to hinder or even block the chain of transmission in human pathogens, make medical 
interventions evolution-proof, and resolve open questions concerning some of the most 
common ecological interactions.  
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Abstract  

Earth’s daily rotation causes predictable cycles of day and night, which all life has evolved 
to cope with. Circadian clocks (i.e. daily, biological timekeepers) are ubiquitous and allow 
organisms to schedule activities, from gene expression to physiologies to behaviours, 
according to the time-of-day they are best undertaken. Most research on circadian 
rhythms has focussed on uncovering the genes and molecular pathways involved in the 
workings of circadian clocks. However, there is increasing interest in the evolution and 
ecology of circadian rhythms – particularly, in how rhythms affect interactions between 
organisms. One of the most fundamental ecological interactions is that between parasites 
and hosts. In this thesis, I explore how circadian rhythms mediate infection through the 
lens of evolutionary ecology. My chapters consider how the rhythms of both hosts and 
parasites evolve in response to each other, with a focus on how rhythms mediate activities 
underpinning sexual reproduction. Specifically, I have outlined how to examine 
evolutionary ecology from a chronobiological framework and why it matters to do so, 
asked questions about the role of rhythms in mating behaviours using the pacific field 
cricket Teleogryllus oceanicus, and about the role of rhythms in reproductive effort using 
the rodent malaria parasite Plasmodium chabaudi.  
 
First, I wrote a perspective paper (Chapter 2) demonstrating the value of integrating 
evolutionary ecology and chronobiology. This is the first paper detailing the role of 
rhythms as mediator to natural and sexual selection, including the development of 
hypotheses examined in Chapters 4 and 5. Further, I challenge conventional wisdom 
emerging in chronobiology that immune rhythms mediate susceptibility, and propose 
how parasite manipulation of host rhythms may explain unusual host behaviours that 
have so far defied explanation. Moreover, this paper is the first to consider a periodic 
environment from the parasites “point of view”, because most work to-date has focussed 
on host rhythms in immune defence.  
 
In chapters 3 and 4 focussed on a cricket-parasitoid fly system (Teleogryllus oceanicus – 
Ormia ochracea) to examine whether hosts can evolve altered rhythms in mate-seeking 
behaviours as a parasite avoidance strategy (“temporal escape”). I expected this as the 
parasitic fly locates its cricket host by following the sound of male crickets when they sing 
to attract female mates, and then homing in using visual cues. Thus, singing in male 
crickets is a sexually selected trait that individuals must balance with natural selective 
pressure from the fly. To begin to ask whether temporal escape could have evolved, I had 
to first make T. oceanicus into a tractable system for chronobiology and characterise its 
singing rhythm. Thus, in Chapter 3, I performed experiments to uncover to what extent 
singing in T. oceanicus is clock-controlled. To derive data to analyse in a robust circadian 
context, I developed a pipeline which combines machine learning and high performance 
computing. The circadian phase markers I extracted showed conclusively that singing is 
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circadian in T. oceanicus and variation amongst individuals suggests natural and sexual 
selective pressures may shape singing rhythms. 
 
Next, in chapter 4 I performed an experiment to compare the circadian singing rhythms 
of an ancestral, unparasitised population of T. oceanicus (from the Cook Islands) with a 
population from the Hawaiian island of Oahu that has experienced sufficiently high 
parasitism by O. ochracea to evolve several forms of morphological defence. Specifically, 
I tested whether the timing of singing by males from Oahu differs from the singing rhythm 
of males from the Cook Islands, hypothesising that Oahu males should be less likely to 
sing at dusk because that is when the fly is thought to be most likely to host-seek. I found 
that while both populations have similar entrained and free-running periods, circadian 
phase markers vary between the populations. Males from Oahu sing nearly twice as much 
as Cook Island males, but Oahu males are much less likely to sing during the light phase 
and around dusk. While many other selection pressures will differ between the Oahu and 
the Cook islands and the population introduced to the Hawaiian islands has experienced 
a strong bottleneck, which may influence singing rhythms, the timing differences I observe 
are consistent with temporal escape as a parasite avoidance strategy. 
 
In Chapter 5, I switched to malaria parasites to test whether host rhythms influence 
parasite investment into sexual reproduction. When out-of-synch with host rhythms, P. 
chabaudi parasites suffer a 50% reduction in the density of both asexual and sexual stages 
(termed “gametocytes”) in the host’s blood. I focused on asking whether reduced 
investment in gametocytes and/or increased mortality of gametocytes might explain their 
lower density in out-of-synch infections. I first analysed data from a previous experiment 
on reproductive effort (called the “conversion rate”), which is known to be plastically 
down-regulated when parasites experience stressful situations. Second, I carried out 
experiments to test whether a key aspect of the innate immune response (the 
inflammatory cytokine tumor necrosis factor, TNF) varies in its gametocytocidal efficacy 
according to host time-of-day and gametocyte age. I found that neither plasticity in 
conversion rate or rhythms in TNF-caused gametocyte mortality explain the reduction in 
gametocytes observed in out-of-synch infections and suggest alternative explanations. 
Gametocytes are required for between-host transmission of malaria parasites so 
understanding why it matters for gametocytes to be synchronized to host circadian 
rhythms might suggest novel approaches to blocking parasite transmission. 
 
Decades of research into the molecular underpinnings of circadian clocks has highlighted 
the disconnect between progress in understanding the mechanisms driving rhythms and 
their evolutionary and ecological significance. Infections are ubiquitous in nature, so 
understanding how rhythms in parasite offense interact with rhythms in host defences 
are an excellent arena for integrating circadian biology with evolutionary ecology and 
may uncover novel strategies for controlling infections. 
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1. General Introduction 

The daily rotation of the Earth causes predictable cycles of day and night, which all life 

has evolved to cope with. From the Latin circa dies (meaning “about a day”), circadian 

clocks help organisms to anticipate the periodicity of light and dark and the 

environmental changes that accompany day and night. By allowing organisms to 

prepare in advance for the challenges and opportunities of periodicity in 

environmental conditions, circadian rhythms confer fitness  benefits (reviewed 

in(Vaze and Sharma 2013). They appear so advantageous they are phylogenetically 

ubiquitous (Bell-Pedersen et al. 2005; Jabbur, Zhao, and Johnson 2021) and so 

commonplace they were long overlooked by science – indeed, it was not until the 18th 

century that the first observation of circadian rhythmicity was recorded. French 

astronomer Jean-Jacques d’Ortous de Mairan found that having placed a Mimosa 

pudica plant into a cupboard, its leaves continued to open and close with ~24h 

periodicity despite the absence of light cues (Mairan and Jj 1729). Indeed, many 

biological processes display rhythms, from gene expression to physiologies to 

behaviours. For example, 40% of the genes of mice exhibit daily rhythms in expression 

(R. Zhang et al. 2014). 

 

The field of chronobiology took off in the mid-20th century; first as a field focussed on 

evolutionary and ecological questions, and but soon pivoting  towards uncovering the 

molecular underpinnings of clocks. Consequently, the genes and molecular pathways 

driving the “canonical” circadian clock, the transcription-translation feedback loop 

(TTFL), are far better understood than the evolutionary and ecological forces shaping 

biological rhythms (Sharma 2003; Green et al. 2002). The relatively few studies 

probing the adaptive value of circadian clocks do reveal clear fitness benefits (e.g. 

(Dodd et al. 2005; Ouyang et al. 1998; Woelfle et al. 2004). The fitness benefits of 

clocks are generally classed as either extrinsic or intrinsic, depending on whether the 
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timing of a rhythm has evolved to align with rhythmicity in the external environment 

or other rhythms within the organism, respectively (Sharma 2003).  

 

Testing for and quantifying fitness benefits of rhythms is challenging because it 

requires manipulating the timing of rhythms expressed by an organism in an 

ecologically relevant manner. However, the resonance hypothesis, which predicts that 

fitness is maximised when an individual’s rhythm matches that of the external 

environment (Ouyang et al. 1998; Dodd et al. 2005), has been supported by studies 

using Drosophila (C. S. Pittendrigh and Minis 1972; Horn et al. 2019), in wild caught 

mosquito larvae (Wyeomyia smithii) (Emerson et al. 2008), mice (Spoelstra et al. 

2016), and the fungus Neurospora discreta (Koritala et al. 2020). Other approaches to 

probing the benefits of rhythms involve altering the operation of clocks, for example 

disrupting the suprachiasmatic (SCN) clock of chipmunks increases mortality during 

the hibernation season (DeCoursey, Walker, and Smith 2000; DeCoursey et al. 1997) 

and disruption to the timing of the clock reduces lifespan and reproductive output of 

Drosophila (Beaver et al. 2002). Evidence for the value of intrinsic rhythms are less 

clear but consistent with observations that circadian clocks operate in organisms that 

live in non-rhythmic environments, such as cave-dwelling fish and millipedes (Cavallari 

et al. 2011). Further, Drosophila selected in arrhythmic conditions do not lose rhythms 

despite the fact that selectively neutral traits in this species are usually lost readily 

(Sheeba, Sharma, and Joshi 1999; Sharma 2003). Intrinsic benefits may also explain 

fundamental processes such as why cell division and metabolism occurs at different 

times of day; for example, yeast divide at night because mutation is more likely in the 

day (Chen et al. 2007). 

 

While most studies have considered the consequences of an organism’s rhythms in 

the context of rhythms in the abiotic environment or internally, how circadian 

rhythms of other organisms (i.e. the biotic environment) shape rhythms remain 
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poorly understood. Interactions within species, such as between males and females, 

and between species such as between predators and prey, and hosts and parasites, 

are fundamental aspects of ecology and often occur at specific times of day. For 

example, Nicotiana attenuate coordinates rhythms in flower movement in response 

to whether it will be pollinated by nocturnal hawkmoths or diurnal hummingbirds 

(Yon et al. 2017), guillemot fledglings fledge by jumping off cliffs at the time-of-day 

predation risk is likely to be lowest (Tinbergen & Daan 1979), and plant clocks 

upregulate anti-herbivore defences in the daytime to counter the predictable 

feeding rhythm of the cabbage looper caterpillar (Goodspeed et al. 2012). 

Furthermore, the greatest daily rhythm of biomass – the migration of planktonic 

copepods – is thought to be timed to optimise the trade-off between the 

simultaneous availability of food and risk of predation (Hays, Kennedy, and Frost 

2001; Häfker et al. 2017).  

 

1.1. Periodicity in host-parasite interactions 

Parasites (which I use as a term to encompass parasites, pathogens and parasitoids), 

much like circadian rhythms, are ubiquitous in nature (Poulin 2007). They affect not 

only their hosts, but also have a profound impact on ecosystem functioning as a whole 

(Thomas et al. 2005). Moreover, many parasites relevant to human health (and the 

organisms that vector them) display daily rhythms. As such, how circadian rhythms 

govern interactions between hosts and parasites is a topic of growing basic and 

applied interest (Westwood et al. 2019). For example, parasites display rhythms in 

offence, (the traits underlying between host transmission and within-host survival 

(Reece, Prior, and Mideo 2017; Rijo-Ferreira et al. 2017)), whereas hosts display 

rhythms in defence (such as in behaviour and immune function) to either avoid, or 

mitigate, the costs of parasitism (Scheiermann et al. 2018; Martinez-Bakker & Helm 

2015). Understanding how rhythms in parasites and hosts evolve, and possibly co-

evolve, can inform control strategies and medical interventions. For instance, timing 
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treatment to coincide with rhythmicity in parasite activities that determine 

vulnerability to intervention could improve host outcomes (Ballesta et al. 2017), or 

delivering vaccines at specific times of day may improve their efficacy (Fortier et al. 

2011). Thus, uncovering how and why rhythms have evolved, and how they govern 

interactions between hosts and parasites during infections is important, from 

understanding ecosystem functioning to improving human health.  

 

In this thesis, I examine the evolution and ecology of circadian rhythms in infection 

using two systems: first, male Teleogryllus oceanicus crickets whose rhythmic sexual 

advertisement makes them vulnerable to infection via the lethal, acoustically-

orienting parasitoid fly Ormia ochracea in Hawaii. Second, I use the rodent malaria 

parasite Plasmodium chabaudi, which displays robust daily rhythms in replication 

(within host red blood cells) that are aligned to the timing of host rhythms (O’Donnell 

et al. 2011). While the first system focusses on the effect of parasites on host rhythms, 

the latter focusses on the effect of host rhythms on parasites. Thus, these two distinct 

yet complementary systems represent two sides of the same coin.  

 

1.2. Circadian rhythms: a primer 

Circadian rhythms are governed by molecular clocks whose outputs ebb and flow with 

a periodicity of approximately 24-hours, reflecting the rotation of the Earth on its axis. 

Rhythms are driven by either transcriptional-translational feedback loops (TTFL), non-

, or post-transcriptional oscillators.  The genes underpinning TTFL clocks show little 

homology across divergent taxa (e.g. (Loudon 2012; Rubin et al. 2006; Zhu et al. 2008; 

Tei et al. 1997; Rutila et al. 1998), making it easier to characterise circadian rhythms 

by quantifying their outputs at the level of traits, rather than by examining DNA 

sequences. The criteria for a trait to be governed by a circadian clock include 1) a self-

sustained period (i.e., duration) of approximately 24-hours, 2) entrainment to 

environmental time cues (“Zeitgebers”), and 3) temperature compensation to ensure 
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the clock ticks at the same pace across biologically relevant temperatures. The 

existence of non- and or post-transcriptional oscillators is a recent development in 

chronobiology and so how they operate is yet to be revealed (O’Neill et al. 2011). 

However, one possibility is explored by recent work that uncovered entrainable, ~24h, 

temperature-compensated cell-autonomous rhythms in [Mg2+]i availability in 

eukaryotes. Thus, this non-transcriptional oscillator is capable of imparting circadian 

rhythmicity to cellular processes in which MgNTP hydrolysis is rate-limiting (Feeney et 

al. 2016). 

 

Zeitgebers (derived from the German “zeit” meaning time and “geber” meaning giver) 

notify an organism’s circadian machinery of environmental time. While the most 

common Zeitgeber is light, various others have been described such as temperature, 

humidity, feeding, and social interaction. Even in the absence of Zeitgebers, a true 

circadian rhythm oscillates with periodicity of ~24-hours; this is known as the “free-

running” period. Thus, a common method for testing circadian rhythmicity is to test 

whether rhythms persist with ~24-hour periodicity after placing an organism into 

constant conditions (i.e., “free-running conditions”; for example, constant light). The 

approximate nature of the intrinsic period (i.e. close to but never exactly 24 hours) 

means that the clock entrains, or synchronises, daily with the rhythm of the Zeitgeber. 

This important feature of circadian clocks allows organisms’ behaviour and physiology 

to maintain the appropriate phase relationship (or, timing) to the environment despite 

seasonal variation in photoperiod. The final feature of circadian clocks is that they are 

robust to variation in ambient environmental temperature. This is important, because 

it is easy to imagine the maladaptive nature of a clock that runs slower on cold than 

on a warm day. Taken together, these features allow organisms to adaptively 

anticipate changes in day and night, rather than rely on using simple phenotypic 

plasticity with which organisms must wait until transitions between day and night 

occur to change behaviours (often referred to as a “just in time strategy”). For 
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example, plants use their clocks to ready photosynthetic machinery in advance of 

sunlight, animals exhibit food anticipatory activity (e.g., increase activity, core body 

temperature, serum corticosterone, and duodenal disaccharides), and prey 

strategically retreat to shelter prior to the onset of predator activity (Michael et al. 

2003; Dodd et al. 2005; Stephan 2002; Nelson & Vance 1979). 

 

 

Figure 1.1. The three characteristics of circadian rhythms include (1) entrainment to a 

Zeitgeber (i.e., an environmental time cue), (2) self-sustained ~24-hour period under 

free-running (i.e., constant) environmental conditions, and (3) temperature 

compensation across a range of biologically realistic temperatures.  

 

1.3. Role of rhythms in infection: hosts 

Host defence against parasites most obviously includes the immune system. Mounting 

evidence reveals elements of the immune system are influenced by circadian clocks; 

indeed, clock genes are expressed in a variety of immune cells (Scheiermann, Kunisaki, 

and Frenette 2013; Curtis et al. 2014). For example, rhythmic production of pro-

inflammatory cytokines TNF-a and IL-6 by macrophages and the mobilization of 

inflammatory monocytes are regulated by the clock (Keller et al. 2009; Lang et al. 2021). 

Observations that immune function is primed for defence during the active phase of an 

organism (i.e., during the daytime for diurnal animals and night-time for nocturnal 
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animals) and repair in the rest phase has led to the notion that immune defence has 

evolved to peak when parasite encounter rate is highest (Scheiermann, Kunisaki, and 

Frenette 2013; Labrecque and Cermakian 2015). This idea is challenged in Chapter 2 

because the immune system operates within a broad set of constraints (e.g., the need 

to temporally couple/decouple compatible/dependent activities; (Sarah E. Reece, Prior, 

and Mideo 2017), parasite encounter does not always predictably occur during the 

active phase, and some immune “defences” are actually helpful to parasites.   

 

Traditionally, rhythmicity in elements of the immune system have been studied in 

isolation from each other and in culture. Those which are studied in vivo are performed 

in model systems, and only mimic the initial steps of infection or homeostasis. Thus, it is 

unclear if rhythms continue to persist or matter during ongoing infection. For example, 

it may be beneficial to overrule clock control during the acute phase of infection because 

drastic measures are required to combat the parasite and increase the likelihood of 

survival. For example, hyper- and hypothermia are common responses to infection 

which simultaneously disrupt circadian rhythms in core body temperature and are 

known to promote survival (Evans, Repasky, and Fisher 2015; Earn, Andrews, and Bolker 

2014; Romanovsky and Székely 1998; Liu et al. 2012). However, chronic infections may 

last so long that disrupting clock control for an extended period of time becomes too 

costly or disadvantageous to host survival. Continuing with the example of disrupted 

core temperature, mounting a fever requires a 10-12% increase in metabolic rate per 

1°C increase in temperature (Kluger 1979). Thus, chronic disruption of circadian 

periodicity of core body temperature is likely to be too costly to maintain. The costs and 

benefits of overriding or maintaining clock control during infection likely depend on the 

severity of the disease and also the extent to which parasite exploitation of the host and 

the host’s own immune defences (i.e., immunopathology) are responsible for the 

severity of infection.  
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Although immune function is only one of many ways host rhythms impact infection, 

other host defences have received markedly less attention. Behavioural and 

morphological  defences are an often lower-cost ways to prevent infection, compared 

to using immune responses to combat invaders. For example, the time-of-day of hosts 

are active and when they feed interact to impact how well hosts fight parasites, as is the 

case for mice infected with the intestinal helminth Trichuris muris. Mice infected in the 

morning (during the resting phase) expel worms sooner and have stronger T-helper 2 

responses than those infected in the evening (during the active phase) (Hopwood et al. 

2018). However, when mice are fed during the daytime regardless of when they are 

active, this effect is reversed in an immune-independent way (Hopwood et al. 2018). 

Thus, clock control of a diversity of host behaviours and physiologies - that includes 

immune responses - likely operates in tandem to defend against infection. These ideas 

are introduced in Chapter 2 and developed in Chapters 3 and 4.   

 

1.4. Role of rhythms in host defence: when natural and sexual selection face off 

Cricket song is one of the most charismatic examples of a rhythmic, sexually-selected 

trait and has long been a subject of fascination to humans. From early Polynesians whose 

mythology described crickets as “embodiments of the souls of loved ones who… identify 

themselves with their calls” ((Werrer Loher and Orsak 1985), to Charles Dickens’ novella 

“The Cricket on the Hearth” whose chapters are called “chirps”, and even the more 

current inclusion of cricket song into the soundtrack of Ariana Grande’s “Positions” as 

tribute to her late partner, Mac Miller.  

 

While the conspicuous nature of cricket song has ignited human interest throughout 

history, it is indeed this same feature that enables predators and parasites to co-opt it 

for their benefit (Zuk and Kolluru 1998). Namely, towards homing in on possible prey 

and/or hosts. One such example is that of T. oceanicus crickets which are native to 

Australasia but were introduced in the Hawaiian Islands, possibly long ago by early 
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Polynesian settlers, or much more recently by ships in the 19th century (Tinghitella et al. 

2011; Otte 1994; Kevan 1990). Only in the Hawaiian Islands does the range of T. 

oceanicus overlap with the parasitoid fly Ormia ochracea. The native range for O. 

ochracea is North America but it has also been introduced in the Hawaiian Islands (W. 

Cade 1975; Zuk, Simmons, and Cupp 1993; Lehmann 2003). Gravid female flies listen in 

on singing males to find potential hosts for their larvae, and once found, deposit them 

on and around males which hatch and burrow into males to consume them from the 

inside. The process from infection to death generally takes 7-10 days (W. Cade 1975; T. 

J. Walker and Wineriter 1991), and while singing males bear the highest risk of infection, 

“satellite” non-singing males and nearby females are sometimes (though rarely) infected 

(Zuk, Simmons, and Cupp 1993; Zuk, Rotenberry, and Tinghitella 2006).  

 

T. oceanicus provides the most well-known demonstration of rapid evolution of host 

evasion in response to the costs of infection by O. ochracea. In 2003, a “flatwing” male 

T. oceanicus morph was first discovered on the Hawaiian Island of Kauai (Zuk, 

Rotenberry, and Tinghitella 2006). These males have feminised wings which lack the 

typical sound producing structures of “normal-wing” males, thus precluding them from 

singing (Zuk, Rotenberry, and Tinghitella 2006). Since then, numerous other wing 

“morphs” have been discovered which aid in protection against the fly (e.g., curly wing, 

small wing,  purring, and rattling morphs; (Pascoal et al. 2014; Tinghitella et al. 2018; J. 

Rayner et al. 2019). The trade-off, however, is reduced attractiveness to females, which 

overwhelmingly prefer normal-wing song (Tanner, Swanger, and Zuk 2019; Tinghitella et 

al. 2021).   

 

How normal-wing males balance the fitness benefits of singing to attract mates while 

minimising the fitness costs of fly infection has been a topic of discussion for decades. It 

is possible that a small number of normal-wing males persist due solely to their mating 

advantage, or normal-wing males may have evolved non-morphological defences 
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against infection. For example, Zuk, Simmons, and Cupp (1993) revealed that ancestral, 

unparasitised populations of T. oceanicus in Western Australia and French Polynesia are 

more likely to sing around dusk and dawn compared to populations on the Big Island of 

Hawaii (Zuk, Simmons, and Cupp 1993). Host seeking by O. ochracea is thought to be 

most likely around dusk (Kolluru 1999; William Cade 1979), so a potential explanation 

for the altered singing rhythm of Hawaiian males is “temporal escape”. By reducing 

singing activity at the most dangerous times of day, males lower their risk of infection 

but are still able to attract females at other times. While temporal segregation of singing 

patterns by male crickets has evolved to maintain reproductive isolation across species, 

whether temporal escape from infection can evolve is unknown. For example, in 

contrast to Zuk, Simmons, and Cupp (1993), Kolluru (1999) found that Hawaiian T. 

oceanicus sing most often at dusk, coinciding with peak fly activity (Kolluru 1999).  

 

In Chapter 4, I undertake an in-depth comparison of singing rhythms of male T. oceanicus 

from Hawaii with those from an ancestral population to test for evidence of temporal 

escape. To carry out this project, I first had to develop a high throughput and high-

resolution method to collect singing data and analyse its patterns (see Appendix 8.1, 

Chapter 2) and ascertain whether singing by T. oceanicus is under the control of a 

circadian clock (Chapter 3). 

 

1.4.1. Circadian clocks in crickets 

To-date, research on circadian rhythms in crickets has centred around the molecular 

underpinnings of their clocks. For example, their circadian clocks appear similar to 

those in Drosophila and mammals (reviewed in (Panda, Hogenesch, & Kay 2002), 

operating via a canonical circadian clock, i.e. a transcription-translation feedback loop 

involving clock genes period (per) (Moriyama et al. 2008), timeless (tim) (Danbara et al. 

2010), Clock (Clk) (Moriyama et al. 2012), and cycle (cyc) (Uryu, Karpova, and Tomioka 

2013). Further, in keeping with Pittendrigh’s observation that the circadian system in 
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certain organisms is composed of several oscillators (Pittendrigh 1981), crickets have 

bilaterally paired pacemakers located in two optic lobes which exchange circadian and 

light information (Loher 1972; Tomioka & Chiba 1986, 1992; Tomioka, Nakamichi, & 

Yukizane 1994).  

 

Most research on the molecular and overt rhythms of crickets has focussed only on two 

model species, Gryllus bimaculatus and Teleogryllus commodus (see e.g., (Danbara et al. 

2010; Hassaneen et al. 2011; Moriyama et al. 2008; Abdelsalam et al. 2008; Werner 

Loher 1972, 1974; Sokolove 1975; Sokolove and Loher 1975; Moriyama et al. 2012; Kenji 

Tomioka and Chiba 1986; Uryu, Karpova, and Tomioka 2013; K. Tomioka, Nakamichi, and 

Yukizane 1994; Kenji Tomioka and Chiba 1992; Nose et al. 2018; Moriyama et al. 2009) 

with a few exceptions (e.g., (Abe, Ushirogawa, & Tomioka 1997; Nowosielski & Patton 

1963; Fergus, Decarvalho, and Shaw 2011). Thus, because crickets inhabit nearly all 

regions across the globe (up to 55° latitude; (Alexander & Otte 2009), research on a 

greater variety of species could reveal how the rhythms that govern their behaviour and 

physiology are shaped by their widely variable environments.  

 

Circadian control of singing in T. oceanicus has long been suspected, but never formally 

demonstrated. Thus, in Chapter 3, I first developed a novel audio-to-circadian analysis 

pipeline to perform a robust interrogation of circadian singing parameters. Collecting 

continuous audio data for weeks to months at a time proved technologically challenging 

and computationally intensive. Although the final method employed to collect and 

analyse round-the-clock singing data is outlined in Chapter 3, significant time and effort 

was spent trialling a suite of other methods. The two primary previously trialled methods 

are described in Appendix 8.2, but briefly they include video tracking of wing movements 

as well as audio analysis using amplitude thresholds. Both of these methods proved less 

reliable and/or tractable than the cross validation and machine learning analyses 

deployed in Chapters 3 and 4. Nonetheless, lessons learned whilst trialling these 
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methods and those ultimately used in the analyses led to my learning a great deal, 

especially in the areas of bioacoustics, audio and video recording, machine learning, high 

performance computing and command line coding (BASH).  

 

1.5. Role of rhythms in infections: parasites 

Parasite fitness is composed of within-host survival and between-host transmission. As 

such, parasites are suggested to schedule their activities to take advantage of rhythmic 

transmission opportunities, rhythmic weaknesses in host immune defence, and rhythms 

in the availability of the host’s resources that they exploit. One prominent example is 

the migration of microfilariae (the transmission form of filarial worms) from host organs 

to peripheral capillaries during the time of day vectors are active, thus increasing the 

likelihood of transmission (Hawking 1967). Notably, parasite species transmitted by 

nocturnally active mosquitoes migrate to the peripheral capillaries at night, and those 

transmitted by diurnal vectors display the opposite schedule for migration (Figure 

1.5.1.). While capitalising on periodicity in transmission opportunities intuitively appears 

an obvious adaptive explanation for this rhythmic migration, the question of why 

microfilariae do not remain in peripheral capillaries all the time must be answered to 

conclude that rhythmic migration is adaptive. Instead of a focus on this question, effort 

has focused on speculating what time-of-day cue microfilariae use to schedule their 

migration (specifically, rhythmicity in oxygen tension is suggested to reflect the active 

versus rest phase of the host, which is aligned to the day-night cycle). A similar 

phenomenon occurs in the cercaria of various subspecies of Schistosome flatworms 

(spp.) that cause Bilharzia, which emerge from their snail intermediate host in the early 

morning or the late afternoon, depending on whether they seek diurnal livestock or 

nocturnal rodents for their next host (McMahon 1976; de Azevedo et al. 2011).  
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Fig. 1.5.1. Microfilariae migration from the hosts lungs to the peripheral circulation 

aligns with the activity rhythms of mosquito vectors. Red lines illustrate rhythms in the 

percentage of the maximum number of microfilariae observed in the peripheral blood 

of hosts, and the bars illustrate vector biting activity. (A) The nocturnally periodic form 

of Wuchereria bancrofti is vectored by night-biting Anopheles and Culex mosquitoes, and 

(B) the diurnally subperiodic form is vectored by day-biting Aedes mosquitoes. Figure 

taken from Reece et al. (2017) and originally adapted from Pichon and Treuil (2004). 

 

1.5.1. Rhythms in malaria parasites  

Explaining malaria parasite rhythms was the focus of a flurry of research several decades 

ago. The general consensus was that – like for microfilariae and  Schistosomes -  

rhythmicity in transmission opportunities has selected for rhythmicity in activities 

undertaken within the host (Reece, Prior, & Mideo 2017). However, recent work over 

the last decade is challenging this view by revealing that rhythms experienced in the 

within-host environment have a direct impact on  parasite fitness. For example, asexual 

stage malaria parasites capitalize on the daily variation in nutritional content of blood – 

driven by the host’s feeding-fasting rhythm - to schedule their replication within red 

blood cells (Prior et al. 2018; Hirako et al. 2018). Coordinating asexual development with 
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daily rhythms in the availability of amino acids appears to maximise parasite exploitation 

of the host’s resources as well as enabling sexual development to follow the best 

schedule to align with the activity of the mosquito vector (Prior et al. 2020). Whilst 

increasing evidence suggests malaria parasites, like Trypanosoma brucei which causes 

sleeping sickness (Rijo-Ferreira et al. 2017, 2020), possess the ability to keep time (with 

a clock or a via a just in time strategy), how they achieve this is unknown.  Furthermore, 

whilst the benefits of aligning development with host and vector rhythms seem clear, 

this may not be the case because studies differ in whether there are negative 

consequences for parasites following the ‘wrong’ schedule.  

 

Since the Hippocratic era, periodic recurrence of fever has been used as a diagnostic tool 

for malaria (Plasmodium spp.; (Kwiatkowski & Greenwood 1989). The spike in fever 

(every 24, 48, or 72h depending on the species) is caused by the synchronous bursting 

of parasites that have completed their development within the host’s red blood cells 

(RBC). Progeny, both sexual and asexual, are released from RBC in this pyretic display 

which invade new RBC to develop into either a male or female transmission stage (term 

“gametocyte"), or an asexual stage (Fig. 1.6.1). Gametocytes do not replicate in the host 

and are responsible for transmission; they are the only stage infective to insect vectors. 

Sequential cycles of replication by asexual stages enables parasite density to rapidly 

increase within the host, ensuring within-host survival, causing the severe symptoms of 

malaria, and providing a source population for the production of gametocytes. Thus, 

while gametocytes represent parasite investment in reproduction, asexual stages are 

responsible for within host-survival. During each cycle of asexual replication (the 

intraerythrocytic developmental cycle, IDC), a small but variable proportion of parasites 

commit to sexual stage investment; this plastic trait is called the conversion rate (Carter 

et al. 2013; P. Schneider, Greischar, et al. 2018; P. Schneider and Reece 2021).  The IDC 

schedule is also plastic, altering its timing and duration in response to changes in 

environmental factors such as temperature and perturbations to host rhythms. 
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Figure 1.6.1. The malaria life cycle. Once transmitted to a host via the bite of an infected 

mosquito, malaria parasites undergo successive rounds of replication in the liver before 

migrating to the host’s blood stream to invade red blood cells. Parasite replication in the 

blood (the intraerythrocytic developmental cycle) is rhythmic and culminates in the 

release of merozoites (asexual parasites) and gametocytes (sexual stage parasites). 

Asexual committed merozoites continue within-host infection whereas gametocytes are 

transmitted to mosquito vectors.  

 

While the rhythms of human malaria parasites can be studied in controlled conditions 

using in vitro culture, this precludes examining parasite rhythms in an ecologically relevant 

setting. Thus, to interrogate the relationship between host and parasite rhythms, the 

rodent malaria Plasmodium chabaudi, provides a useful model system. When the 

schedule of P. chabaudi’s IDC, is perturbed to become misaligned with the host’s rhythms, 

the parasite incurs a ~50% reduction in both sexual and asexual stage parasites during the 
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acute phase of the infection (O’Donnell et al. 2011). This is interpreted as a fitness cost 

given that asexual stages are necessary for within-host survival and gametocytes are 

necessary for transmission.  

 

The loss of asexual stages cannot be explained simply by a mis-timed IDC becoming 

exposed to a peak in a rhythmic host immune response it is particularly vulnerable to 

(Prior et al. 2020). Specifically, if this were to occur, a large loss of asexuals would be 

observed in the first few IDC following misalignment and the greater this impact, the 

faster the IDC would become realigned to host rhythms. Instead, a very modest reduction 

in asexuals occurs in the first cycle following misalignment and the overall 50% reduction 

in asexual stages is due to the cumulative impact of a small initial cost on exponential 

growth (O’Donnell, Mideo, & Reece 2013). Further, even following a 12 hour 

misalignment to host rhythms, the IDC becomes realigned rapidly; within 5-7 IDC 

(O’Donnell & Reece 2021). Instead, the costs of mismatch for asexual stages are subtle; 

>57% of P. chabaudi’s genes are expressed with a 24 hour rhythm and when misaligned 

to host rhythms, the expression patterns of genes associated with important cellular 

processes (e.g., DNA replication and the ubiquitin and proteasome pathways) are 

disrupted (Subudhi et al. 2020). This disruption likely reflects the consequences of IDC 

stages being out of synch with the rhythmic nutrients they need from the host, as well as 

disruption due to the IDC becoming rescheduled to re-align with the host’s rhythms 

(O’Donnell, Prior, & Reece 2020). 

 

In contrast to the impact of host rhythms on asexual (IDC) stages, what explains the loss 

of sexual stages is unknown. This topic is the focus on Chapter 5. Given that asexuals are 

the source population for the production of gametocytes, then 50% fewer asexuals is 

naturally expected to result in 50% fewer gametocytes. However, the relationship 

between asexual density and gametocyte density is not that simple; conversion rate (the 

proportion of asexuals that produce gametocyte-committed progeny) is plastic and 
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adjusted in line with fluctuations in asexual replication. In Chapter 5, I test the prediction 

that parasites adopt reproductive restraint to help mitigate the negative impacts of 

misalignment to host rhythms. Furthermore, unlike for asexual stages, the loss of 

gametocytes in misaligned infections could be due to gametocytes at a vulnerable age 

encountering a more dangerous immune environment. Thus, in Chapter 5, I also test 

whether an interaction between gametocyte age and an element of the pro-inflammatory 

immune response that is both rhythmic in mice (Keller et al. 2009) and known to reduce 

the within-host survival of gametocytes (Long et al. 2008), can explain the loss of 

gametocytes in misaligned infections.  

 

1.6. Thesis outline and aims 

In this thesis, I examine how circadian rhythms modulate interactions between hosts and 

parasites. I do so from an evolutionary ecology perspective, and my specific contributions 

from each chapter include:  

 

Chapter 2: providing a case for, and a framework to, integrate evolutionary ecology into 

chronobiology when studying rhythms in infections. 

 

Chapter 3: uncovering and parameterising circadian singing rhythms in a cricket species 

that has been subject to strong natural selection by a parasitoid fly. 

 

Chapter 4: revealing that singing rhythms of crickets from a parasitised population display 

qualities consistent with the evolution of a novel defence against parasitism. 

 

Chapter 5: ruling out two hypotheses to explain the loss of sexual stage malaria parasites 

in infections that are temporally misaligned with host rhythms.  
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2. Chapter 2: The evolutionary ecology of circadian rhythms in infection 

 

This work has been published as: 

 

Westwood, Mary L., et al. "The evolutionary ecology of circadian rhythms in infection." 

Nature ecology & evolution 3.4 (2019): 552-560. 

 

2.1. Abstract 

Biological rhythms coordinate organisms’ activities with daily rhythms in the environment. 

For parasites, this includes rhythms in both the external abiotic environment and the 

within-host biotic environment. Hosts exhibit rhythms in behaviours and physiologies, 

including immune responses, and parasites exhibit rhythms in traits underpinning 

virulence and transmission. Yet, the evolutionary and ecological drivers of rhythms in 

traits underpinning host defence and parasite offence are largely unknown. Here, we 

explore how hosts use rhythms to defend against infection, why parasites have rhythms, 

and whether parasites can manipulate host clocks to their own ends. Harnessing host 

rhythms or disrupting parasite rhythms could be exploited for clinical benefit; we propose 

an interdisciplinary effort to drive this emerging field forward.  

 

2.2. Introduction 

Circadian rhythms have long been taken for granted by science. Indeed, the first 

observation of a clock-controlled behaviour (leaf opening and closing in Mimosa pudica) 

was not recorded until the 18th century (de Mairan 1729). Following the fundamental 

observation that organisms can adaptively anticipate daily rhythms in their environment, 

the field of “chronobiology” took off in the mid-20th century with a focus on evolutionary 

and ecological questions. However, the advent of genetic tools a few decades later shifted 

the remit to determining the molecular and genetic workings of circadian clocks. Yet, 
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despite their assumed major impact on fitness, circadian rhythms remain overlooked in 

evolutionary ecology (Sharma 2003; Green et al. 2002; Helm et al. 2017). Here, we 

propose that the integration of chronobiology and evolutionary ecology return to its roots 

to tackle a topic of growing and applied interest; the role of rhythms in host-parasite 

interactions. Note that we use the term “parasite” to collectively refer to all agents of 

infection (e.g. single-celled and multicellular eukaryotes, bacteria, viruses). 

 

One of the most fundamental ecological interactions is that between hosts and parasites. 

Research from diverse taxa (plants, mammals, and insects) reveals that host clocks drive 

daily rhythms in immune defences, disease severity and spread (Scheiermann et al. 2018; 

Martinez-Bakker & Helm 2015). Parasites display daily rhythms in traits underpinning 

within-host survival and between-host transmission (Reece, Prior, & Mideo 2017; Rijo-

Ferreira et al. 2017). Rhythms in parasite activities and in host responses to infection could 

provide an advantage to parasites, hosts, both, or neither. To what extent parasites and 

hosts are in control of their own and/or each other’s rhythms is also poorly understood.   

 

Understanding the evolution (and possibly, coevolution) of rhythms may enable vaccines 

and drugs to take advantage of rhythmic vulnerabilities in parasites or harness host 

rhythms to improve efficacy and reduce drug toxicity. For such interventions to be robust 

to parasite evolution, understanding how host-parasite interactions shape rhythms in 

hosts and parasites is necessary (Reece, Prior, & Mideo 2017). Key questions include how 

rhythms in diverse host traits contribute to defence, how parasites cope with exposure to 

their host’s rhythms, and whether hosts and parasites can manipulate each other’s 

rhythms for their own benefit. We discuss these three scenarios, identify systems to 

explore them, and offer ways in which this knowledge can be exploited to improve health. 

An evolutionary ecologist’s introduction to chronobiology is provided in Boxes 1 and 2. 
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Box 1. What are circadian rhythms?  
Biological rhythms are deemed to be controlled by circadian clocks if they meet several criteria (Johnson 
et al. 2004). First, their duration (period) must be approximately 24 hours. Second, they must persist 
(free-run) in conditions without time-of-day cues, which is usually assessed by observation in constant 
light or dark. Third, the phase of the oscillator or outputs are set (entrained) by a time-of-day cue 
(Zeitgeber) which is usually light. Fourth, unlike the rate of many chemical reactions, the speed of a 
circadian clock varies little over a biologically realistic range of environmental temperatures 
(temperature compensation). Together, these criteria allow organisms to fulfil a key feature of circadian 
rhythms: anticipatory, rather than reactionary, behaviour. For instance, plants ready photosynthetic 
machinery in anticipation of sunlight (Michael et al. 2003, Dodd et al. 2005) and animals exhibit food-
anticipatory activity (e.g. increases in core temperature, activity, serum corticosterone, and duodenal 
disaccharides) prior to foraging (Stephan 2002). The workings of circadian clocks are sufficiently flexible 
to allow organisms to cope with gradual changes in photoperiod across seasons, but not flexible enough 
to instantly cope with changes in time zones (which is why travellers experience jet lag).  
  
The mammalian circadian system is composed of the “central” clock in the brain (suprachiasmatic 
nucleus; SCN) and “peripheral clocks” in other organs and tissues (A). Clocks in nucleated cells are run by 
transcription-translation feedback loops (TTFL). For example, in animals the proteins CLOCK and BMAL1 
act as activators and members of the PER and CRY families are repressors (Young & Kay 2001). (B). Retinal 
photoreceptors receive light cues which are carried through the hypothalamic optic tract and 
transmitted to the SCN, resulting in its synchronization/entrainment (C). Clocks in organs and tissues 
(peripheral clocks) can be entrained by feeding rhythms, and in taxa other than mammals, exercise, social 
cues, and abiotic rhythms in temperature and humidity may entrain clocks (D). Rhythms are often 
characterised by their period, amplitude, and markers for phase (E; grey bars illustrate nighttime for a 
rhythmic trait measured over 48 hours). They are described in relation to the time since the Zeitgeber 
(ZT) occurred (e.g. ZT6 refers to 6 hours after dawn) which usually differs from the actual time-of-day 
(Circadian Time; CT).   
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Box 2. Why have circadian rhythms evolved?  
Circadian clocks appear so advantageous that nearly all eukaryotes have a circadian system in 
most cells (Dunlap 1999). Circadian clocks may confer two kinds of fitness benefit: coordinating 
behaviours with rhythms in the external environment (extrinsic adaptive value), and temporally 
compartmentalising incompatible processes (intrinsic adaptive value) (Green et al. 2002). For 
instance, intrinsic benefits are conferred when cell division in yeast is temporally constrained to 
the reductive phase of metabolism, minimising rates of genetic mutation (Chen et al. 2007). 
However, most studies of the fitness consequences of circadian rhythms have focussed on the 
benefits of synchronizing activities with rhythms in the abiotic environment: matching the period 
of day-night rhythms enables cyanobacteria to outcompete strains whose clocks run faster or 
slower (Ouyang et al. 1998) and enhances the survival of Arabidopsis (Dodd et al. 2005). Rhythms 
in the biotic environment (Sharma 2003) matter too. For example, the sea urchin 
Centrostephanus coronatus avoids predatory sheephead wrasse (Pimelometopon pulchrum) by 
foraging at night and retreating to shelter prior to the onset of wrasse activity (Nelson & Vance 
1979).  
 
Despite the diversity of extrinsic rhythms that could select for the scheduling of diverse 
processes, there are surprisingly few demonstrations that circadian clocks actually affect fitness. 
For example, fitness is greater in wild-type mice than mutant mice with shortened periods 
(Spoelstra et al. 2016), flies with clock mutations die more rapidly than wild types after infection 
with bacteria (Stone et al. 2012; Lee & Edery 2008), and circadian knockout plants flower later 
and are less viable than wild-type plants (Green et al. 2002). However, depending on ecological 
context, rigidly scheduling activities according to day and night is not always the best strategy. 
For example, nocturnal mice boost energy efficiency by switching to diurnality when challenged 
with cold and hunger (van der Vinne et al. 2014). Nursing honeybees, that remain in the hive are 
arrhythmic, because round-the-clock care is necessary for larvae; and, if needed, diurnal foraging 
bees can revert to arrhythmic nursing behaviour (Bloch & Robinson 2001). Shorebirds also 
display considerable plasticity in activity rhythms during breeding, likely explained by predator 
avoidance strategies (Bulla et al. 2016).  
  
The above examples illustrate the gains to be made from integrating chronobiology with 
evolutionary ecology in general (Helm 2017). We propose that such an approach offers a novel 
advance to the study of host-parasite interactions and coevolution. Coupling the well-developed 
conceptual frameworks for unravelling how circadian oscillators operate, and probing the costs 
and benefits of phenotypically plastic traits that are relevant to infection, will explain why 
rhythms in immune defences and parasite traits occur.  
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2.3. Rhythms in host defence 

The most patent defence against infection is the immune response, and a wealth of 

evidence reveals that circadian clocks play a role in orchestrating immune defences 

(Scheiermann et al. 2018). Circadian clock genes are expressed in many types of immune 

cell, and the immune and circadian systems are connected in multiple ways (Scheiermann, 

Kunisaki, & Frenette 2013; Curtis et al. 2014). For instance, the clock gene Bmal1 mediates 

the balance between pro- and anti-inflammatory responses (Zasłona et al. 2017). 

Rhythmic production of the pro-inflammatory cytokines TNF-α and IL-6 by macrophages 

is clock controlled (Keller et al. 2009), and mobilization of inflammatory monocytes is also 

regulated by the clock (Curtis et al. 2014). This phenomenon, termed “anticipatory 

inflammation”, appears uncoupled to metabolic rhythms and may defend against 

incoming parasites (Nguyen et al. 2013). Similarly, in humans, proinflammatory cytokines 

peak in circulation during the day (active phase) (Haus & Smolensky 1999), whereas 

hematopoietic stem and progenitor cells, and most mature leukocytes, peak at night 

(Haus and Smolensky 1999; Haus et al. 2018). In nocturnal mammals, an inverse rhythm 

is often observed, with innate defences peaking at night (active phase) and repair 

mechanisms peaking during the day (resting phase) (Scheiermann, Kunisaki, & Frenette 

2013).    

 

Observations of immune rhythms have given rise to the notion that organisms invest in 

defence during the active phase when parasite encounter is assumed most likely, and 

repair during the resting phase (Labrecque & Cermakian 2015). Temporal segregation of 

immune responses may thus solve problems caused by having immune defences 

continually tuned to maximal (e.g. collateral damage via immunopathology; (Graham, 

Allen,  Read 2&005). Also, energetic demands imposed by activity and metabolism may 

trade-off against immune defence (Kerr, Gershman, & Sakaluk 2010). Intuitively, “defence 
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only during the active phase” suggests the host is achieving the most “bang for the buck” 

by ensuring activities that are energetically costly, or likely to cause collateral damage, are 

only performed when most useful. However, this intuition may be naïve. First, it ignores 

the potential for constraints imposed by the need to temporally couple (or de-couple) 

certain immune rhythms with other internal rhythms ( Reece, Prior, & Mideo 2017). This 

includes separating the timing of metabolism from defensive actions within immune cells 

themselves (Scheiermann et al. 2018; Labrecque & Cermakian 2015). Second, it assumes 

that a parasite encounter is rhythmic and predictably occurs in the active phase. This is 

clearly the case for food-borne parasites, but ingestion is not the only route into a host. 

Rather, the immune system functions within a broad set of energetic demands in which 

parasite defence is just one of many requirements. For example, rhythmic stomatal 

opening for gas exchange during the day is a well-used route into plants by bacterial 

pathogens (Roden & Ingle 2009). Consequently, Arabidopsis is better able to detect and 

defend against parasites in the morning than evening (Bhardwaj et al. 2011; Ingle et al. 

2015). Given the wealth and diversity of data (illustrated in Table 1), meta-analyses are 

needed to test whether the timing (phase) of rhythms in immune effectors relates to 

nocturnal vs diurnal lifestyles and whether they function in front-line or secondary 

defences, or healing.  

Infection in the active vs resting phase for diverse hosts (flies, plants, mammals) 

dramatically affects disease severity and mortality rates (Table 1), suggesting that the 

phase of immune rhythms upon infection matters. Most studies performed in plants 

(Table 1) point towards infection during the active phase resulting in greater resistance to 

infection and less damage to the plant. But the degree to which immune rhythms result 

in time-of-day differences in parasite control can be counter-intuitive. For example, mice 

mount higher clock-controlled proinflammatory responses against Salmonella enterica 

Typhimurium when challenged in their rest phase, but bacterial load is also higher and 

hosts have worse symptoms (Bellet et al. 2013). Furthermore, Leishmania parasites infect 

host neutrophils and macrophages, and the clock-controlled secretion of 
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chemoattractants by these immune cells facilitates their infection, making parasite 

invasion more successful at night when immune activity is highest (Kiessling et al. 2017). 

Thus, whether immune rhythms are sufficient to entirely explain divergent outcomes of 

time-of-day of infection is unclear (Table 1). Studies that separate the effects of immune 

rhythms on preventing infection from their role in dealing with ongoing infection will 

reveal the extent to which immune rhythms are beneficial and when they should be 

overruled to deal with a major threat. Additionally, most time-of-day immune challenges 

have used either bacteria or chemicals, raising the question of whether a more diverse 

array of challenges are needed to establish general patterns. 

 

Host spp. Challenge ToD 
Outcome in rest versus 

active phase 
Ref 

Mus musculus 
– house mouse 
(nocturnal) 

Salmonella 
typhmurium ZT4/16 

Greater inflammation and 
bacterial load when 
infected in the rest phase 

Bellet et al. 
2013 

Leishmania major Subjective 
day/night 

Lower parasite burden 
and lower severity when 
infected in the rest phase  

Kiessling et 
al. 2017 

Lipopolysaccharide 
(LPS) endotoxin 

Subjective 
day/night 

Lower concentrations of 
cytokines when infected 
in the rest phase  

Gibbs et al. 
2012 

ZT11/19 
Higher mortality when 
challenged in the rest 
phase  

Marpegan 
et al. 2009 

Subjective 
day/night 

Greater inflammatory 
responses and lower 
bacterial burden when 
challenged/infected in the 
rest phase  

Gibbs et al. 
2014 Streptococcus 

pneumoniae ZT0/12 

Murid Herpesvirus 
4 ZT0/10 

Greater viral replication 
when infected in the rest 
phase  

Edgar et al. 
2016 

Helicobacter pylori ZT1/7/13 
Lower lymphocyte 
numbers when infected in 
the rest phase  

Druzd et al. 
2017 

Vesicular stomatitis 
virus ZT0/12 Higher mortality when 

infected in the rest phase  
Gagnidze et 
al. 2016 
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Drosophila 
melanogaster 
– fruit fly 
(diurnal) 

Pseudomonas 
aeruginosa 

ZT1/5/9/13
/17/21/1 

Lowest mortality when 
infected in the rest phase 
(especially ZT21)  Lee & Edery 

2008 
Subjective 
day/night 

Lowest bacterial burden 
when infected in the rest 
phase 

Streptococcus 
pneumoniae ZT7/19 

Slowest rate of mortality 
when infected in the rest 
phase  

Stone et al. 
2012 

Escherichia coli ZT0/6/12 
/18 

Infection at all ZT induces 
sleep the morning after 
infection and sleep was 
more prolonged after 
infection in the rest phase 

Kuo et al. 
2010 

Anopheles 
stephensi - 
Asian malaria 
mosquito 
(nocturnal) 

Escherichia coli Morning/ 
evening 

Lower bacterial growth 
and lower mortality when 
infected in the rest phase 

Murdock, 
Moller-
Jacobs, & 
Thomas 
2013 

Arabidopsis 
thaliana –  
thale cress 
(diurnal) 

Pseudomonas 
syringae 

ZT0/4/10 
/16 

Immune defences are 
highest when inoculation 
occurs early in the active 
phase  
 
Note photoperiod is 9 
hours light:15 hours dark 

Griebel and 
Zeier 2008 

Botrytis cinerea 

Dawn/dusk 
Larger lesions when 
inoculated in the rest 
phase 

Hevia et al. 
2015 

ZT0/3/6/9/
12/15/18 
/21/24 

Greater susceptibility 
when inoculated in the 
rest phase 

Ingle et al. 
2015 

Pseudomonas 
syringae 

Subjective 
day/night 

Lower infiltration of 
bacteria when infected in 
the rest phase 

Korneli, 
Danisman, 
& Staiger 
2014 

Subjective 
morning 
/evening 

Greater suppression of 
bacterial growth at the 
start of the rest phase 
when spray-inoculated, 
and greater suppression 
of bacterial growth at the 
start of the active phase 
when syringe-infiltrated 

Bhardwaj et 
al. 2011 
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Hyaloperonospora 
arabidopsidis Dawn/dusk 

Highest percentage of 
leaves with 
sporangiophores when 
infected in the start of the 
rest phase 

Wang et al. 
2011 

Danio rerio 
zebrafish 
(diurnal) 

Salmonella 
typhimurium ZT4/16 Lower survival when 

infected in the rest phase 
Du et al. 
2017 

Oreochromis 
niloticus – Nile 
tilapia  
(mostly 
diurnal) 

LPS ZT3/15 
Greater humoral immune 
response when infected 
in the rest phase 

Lazado, 
Skov, & 
Pedersen 
2016 

Phodopus 
sungorus - 
Siberian 
hamster 
(nocturnal) 

LPS ZT1/16 

Shorter febrile response 
and more persistent 
locomotor activity when 
infected in the rest phase. 
Note, photoperiod is 16 
hours light:8 hours dark  

Prendergas
t et al. 2015 

 

Table 1. Impact of immune challenge during the rest and active phases of hosts. A selection of 

studies identified as time-of-day immune challenges from PubMed searches for ““time of day” plus 

“immune and infection” and ““circadian rhythm” plus “immune and infection””. Articles were 

included if the study involved a time-of-day immune challenge; those without a time-of-day 

immune challenge were not included in the table. Time-of-day (ToD) is given as hours since lights on 

(ZT) for organisms in entrainment conditions, and as subjective day/night for those in constant light 

or dark conditions (i.e. corresponding to the light or dark portion of the cycle before experiencing 

constant conditions). Unless otherwise stated, entrainment conditions are 12 hour light:dark. 

Outcomes of challenge in the rest phase (daytime for nocturnal organisms, nighttime for diurnal 

organisms) are compared to challenge in the active phase in terms of virulence metrics and immune 

effectors measured.  

 

That host circadian clocks impact on infection via traits other than immune responses has 

been largely overlooked. Rhythmicity in host activity may determine when hosts provide 

the best resources to their parasites and offer the most opportunities for onwards 
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transmission (Zuk, Rotenberry, and Tinghitella 2006; Levri and Lively 1996; Ponton et al. 

2011). For example, a recent study of the intestinal helminth Trichuris muris demonstrates 

the role of host rhythms in foraging. Mice infected in the morning (resting phase) expel 

worms sooner and have a stronger T-helper 2 response than dusk-infected (active phase) 

mice, and this effect is reversed when mice are fed only in the day, in an immune-

independent manner (Hopwood et al. 2018). Host feeding rhythms are relevant to gut 

microbiota, and a two-way feedback between host and microbe rhythms has been 

proposed (Johnson et al. 2017). Daily rhythms in host reproductive behaviours may make 

hosts vulnerable to infection. For example, the crepuscular and nocturnal singing activity 

of the cricket Teleogryllus oceanicus allows the acoustically-orienting parasitoid fly Ormia 

ochracea to locate hosts, but the flies are best able to hunt when darkness is incomplete 

(Zuk, Simmons, and Cupp 1993). A rhythmically expressed reproductive behaviour 

(singing) got the host into this mess, and it appears that natural selection has found two 

solutions (see Box 3).  

 

In addition to immune responses, infected hosts often exhibit adaptive sickness 

behaviours consisting of endocrine, autonomic, and behavioural changes that perturb 

circadian rhythms (Clark, Budd, & Alleva 2008; Dantzer et al. 2008). For example, wild red 

colobus monkeys (Procolobus rufomitratus tephrosceles) decrease energetically costly 

activities, and rest frequently, while shedding whipworm eggs (Ghai et al. 2015). Fever, 

another common sickness behaviour, is sufficiently advantageous to offset the 10-12.5% 

increase in metabolic rate required for each 1°C increase in temperature (M. J. Kluger 

1979) and has been conserved throughout more than 600 million years of vertebrate 

evolution (Evans, Repasky, and Fisher 2015). Fever enhances an organisms chance of 

survival by creating a hostile environment for parasites and a more active immune 

response (Evans, Repasky, and Fisher 2015; Matthew J. Kluger, Ringler, and Anver 1975; 

Schulman et al. 2005; Earn, Andrews, and Bolker 2014). Under normal circumstances, the 

so-called central (SCN) clock controls body temperature rhythms, but how the SCN and 
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inflammation interact to control temperature is unknown. Though many behaviours 

altered during infection are clock-controlled during health, the extent to which organisms 

become too sick to maintain normal behaviour or adaptively disrupt their rhythms is 

unclear. Additionally, clock-control could facilitate recovery of rhythms during the return 

to health.  

 

Viewing the host as a collection of traits connected by the circadian system has the 

potential to uncover novel strategies to resist infection and reveal the circumstance in 

which immune rhythms reflect constraints or adaptations. Indeed, rhythmic metabolism 

of xenobiotic substances (e.g. drugs and vaccines) influences efficacy and toxicity in a 

time-of-day dependent manner(Levi & Schibler 2007). For example, halothane (a 

commonly used anaesthetic) administered to mice in the daytime results in low mortality 

(5%), but mortality increases (76%) if administered at night(Matthews, Marte, & Halberg 

1964) and half of the best-selling drugs in the USA for humans target the products of 

genes that are rhythmically expressed (in mice) (R. Zhang et al. 2014). A better 

understanding of host rhythms could be harnessed to make drugs and vaccines more 

effective, as well as mitigating the negative effects of modern lifestyles that involve shift 

work and jet lag. However, for such interventions to be sustainable in the face of parasite 

evolution, understanding the ecology of rhythms from the perspective of parasites is also 

required.  
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Box 3. Case studies illustrating the role of circadian rhythms in parasite offence, host defence, and host 
manipulation 
Host-parasite system:  Teleogryllus oceanicus (Pacific field cricket) & Ormia ochracea (parasitoid fly) 
What we know: O. ochracea deposit larvae which burrow into the host and emerge 7-10 days later, 
resulting in host death. A flatwing morph that is physically incapable of calling has evolved to evade the 
risk of parasitism by acting as a silent, satellite male (Zuk, Rotenberry, & Tinghitella 2006).  
A more nuanced form of parasite evasion? In addition to the flatwing morph, natural selection may have 
found another solution. Some males condense singing activity to the darkest part of the night (Zuk, 
Simmons, & Cupp 1993) which may hamper the fly’s ability to use visual cues to home in on hosts. 
Parasite evasion (via a flatwing phenotype or phase-shifted calling) trades off against attracting females, 
potentially constraining selection on these strategies. Moreover, multiple activities need to be 
coordinated for successful reproduction (e.g. locomotion, foraging, spermatophore production). Given 
that many of these traits are clock-controlled, could altering the timing outputs of the clock be a 
streamlined way of phase-shifting all related activities and minimizing the costs of parasite evasion?  
 
Host-parasite system: Carpenter ants & Ophiocordyceps spp. and Pandora spp. (fungi)  
What we know: O. unilateralis s.l. induces workers of its carpenter ant host, ordinarily active during the 
night-time, to wander out of the ant nest during the day-time. Hosts then summit vegetation and adopt 
a mandibular death-grip in elevated positions. This manipulated behaviour is highly time-of-day and 
species-specific and occurs within a 3-hour window at dawn or in the mid-late morning, depending on 
the species (deBekker et al. 2015; Hughes 2011). Clinging to vegetation, the ant dies whilst  the fungus 
completes its life cycle by growing a spore-producing stalk out of the dorsal region of the ant’s thorax 
(Hughes et al. 2011). 
A case for coevolution and ecosystem specificity? The jigsaw puzzle of how the fungus controls the ant 
is still being pieced together. Clocks may play a central role because infection alters the expression of 
host clock homologues period and cycle (deBekker et al. 2015). Host manipulation also appears to 
involve altering host chemosensory abilities, potentially via rhythmic secretion of enterotoxins 
(deBekker et al. 2017), all achieved from the fungus’s primary location in muscle tissues (Fredericksen 
2017).  
 
Host-parasite system: Mammals & Plasmodium spp. (malaria parasites)  
What we know: Malaria parasites synchronously burst from the host’s blood cells every 24, 48, or 72 
hours depending on the parasite species (Garcia et al. 2001). When out of synch with the host’s 
circadian rhythms, parasites incur an approximately 50 percent reduction in the densities of both 
asexual stages (necessary for in-host survival), and sexual stages (responsible for transmission; 
O’Donnell 2011) before they become rescheduled to be in synch with host feeding rhythms (Prior et al. 
2018; Hirako et al. 2018). 
Three worlds collide: a complex system of interactions? Why aligning the phase of parasite rhythms with 
the host’s rhythms is important remains mysterious, but recent work suggests that parasites are also 
selected to coordinate with the time-of-day their mosquito vectors are active (Schneider et al. 2018; 
Pigeault et al. 2018) (see Rund et al. 2011 for information on Anopheles circadian rhythms). If differently 
phased rhythms for asexual replication are required to provide the best matches to host and vector 
rhythms, parasites face a trade-off between maximizing in-host survival and between-host transmission. 
Such a tension could be exploited by novel drug treatments to coerce parasites into a loss of fitness. 
Further, mosquito nets have induced a shift in Anopheles gambiae biting activity, ultimately resulting in 
a change in host-parasite timing (Riji-Ferreira et al. 2017; Souogoufara et al. 2014; Rund et al. 2016). 
The epidemiological consequences of this are unknown.  
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2.4. Rhythms in parasite offence 

Scheduling activities to take advantage of daily rhythms in transmission opportunities 

could be a general explanation for rhythms in parasites. The most well-known example 

concerns the transmission forms (microfilariae) of different species of filarial worms. They 

move from the host’s organs to the capillaries during the day or night, depending on 

whether they are transmitted by day- or night-biting insect vectors (Hawking 1967). In 

addition to the activity patterns of vectors, rhythmic interactions with hosts also matter. 

For example, the larval stage of the blood fluke Schistosoma japonicum emerge from their 

invertebrate host to seek a mammalian host at different times of day. Flukes emerge in 

the afternoon when the preferred host is nocturnal or in the morning if seeking a diurnal 

host (Mouahid et al. 2012). Parasites that have free-living stages are also subject to 

rhythms in the abiotic environments. The coccidian parasite Isospora sheds from its host 

in the late afternoon to minimise UV exposure and desiccation risk whilst undergoing a 

developmental transition necessary to infect new hosts (Martinaud, Billaudelle, & Moreau 

2009). However, key questions remain about the adaptive nature of these rhythms.  For 

example, why aren’t microfilariae located in the peripheral capillaries all day long? Is a 

cost associated with this location, which is only worth paying at times of day when vectors 

are active?  

 

In contrast to the role of parasite rhythms in transmission, their role in within-host survival 

has received less attention. Many host rhythms (in addition to immune rhythms) present 

opportunities and constraints for parasites. Trypanosoma brucei (which cause sleeping 

sickness) display circadian clock-driven rhythms in the expression of metabolic genes 

(Rijo-Ferreira et al. 2017). These rhythms correlate with time-of-day sensitivity to 
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oxidative damage, thereby suggesting the need to cope with redox challenges caused by 

rhythmic digestion of food by hosts. In contrast, rhythms in the development of asexually 

replicating malaria parasites capitalise on daily variation in the nutritional content of 

blood caused by host immune responses and feeding patterns (Prior et al. 2018; Hirako 

et al. 2018). Whether malaria parasites cannot complete their developmental cycle until 

the host makes nutrients available, and/or use nutrients rhythms as a time-of-day cue to 

set the pace of their development, is unknown (Reece & Prior 2018) (see Box 3).  

 

Clocks in parasites or hosts could have fitness consequences for one or both parties, or 

neither. Fitness consequences for both hosts and parasites suggests that clocks could 

coevolve. Clock coevolution is suspected for the plant-pollinator system Petunia axillaris 

and Manduca sexta (Fenske et al. 2018), in which nocturnal scent emission by P. axillaris 

coincides with foraging activity in the hawkmoth M. sexta. Both traits are clock-controlled, 

and appear so well synchronized that, even in the absence of floral scent emission, M. 

sexta exhibits a burst in foraging activity at the same time that floral scent emission is 

expected to be greatest. However, foraging behaviour also remains sensitive to the 

environment, as evidenced by absence of activity when the moth is subjected to light at 

night. If rhythms in different organisms do coevolve, then they should use the same 

Zeitgeber, but how robust should their timing systems be to fluctuations in the 

environment? If the rhythm of one party is more readily disrupted (masked) by 

environmental change, or faster at tracking seasonal changes in photoperiod, then the 

relationship may be disrupted to the gain of hosts or parasites. Exploring the degree and 

consequences of plasticity in rhythms is pertinent because climate change is interfering 

with the ability of interacting species to synchronise (Kharouba et al. 2018).  

 

The situation is further complicated when interactions between both host and parasite 

clocks shape disease trajectories. For example, in a plant-fungus system (Arabidopsis 

thaliana and Botrytis cinerea, respectively), when both parties are in the same 
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photoperiod schedule, primary plant defences peak in the morning, and the fungus 

produces the biggest lesions when inoculated at dusk (Hevia et al. 2015). The authors 

were able to separate the contributions to pathogenicity by host and parasite clocks using 

reverse lighting schedules for fungus and plants: fungus at dusk produced more severe 

infections than fungus at dawn, regardless of time-of-day for recipient plants (Hevia et al. 

2015). Furthermore, this suggests B. cinerea anticipates and exploits weaknesses in plant 

defence at dusk rather than attempting to overwhelm dawn defences (see section 

“Rhythms in host defence”). Separately assigning the contributions of rhythms in 

hosts/vectors and parasites to virulence and transmission is necessary to understand 

whose genes control which rhythms, and hence how they can be shaped by selection.   

 

If parasite rhythms are adaptive, then disrupting them could reduce disease severity as 

well as transmission. However, understanding the timing mechanisms of parasite rhythms 

is necessary to disrupt them (Reece, Prior, & Mideo 2017). Unravelling how parasite 

rhythms are controlled is a considerable challenge. Parasites might allow the host to 

inadvertently schedule their activities for them, in which case the genes encoding parasite 

timing mechanisms belong to hosts. Alternatively, parasites might keep time using a 

circadian clock (with the properties described in Box 1), as demonstrated for T. brucei and 

B. cinerea. Given the diversity in clock genes across taxa, searching genomes for known 

clock genes often yields “absence of evidence” not “evidence of absence.” Instead, round-

the-clock transcriptomics or proteomics, paired with bioinformatics approaches to mine 

for known core clock-related functional domains and sequence patterns may find 

candidates. However, simpler time-keeping strategies exist, though they do not 

necessarily have the advantages of temperature compensation or anticipation. For 

example, cell division cycles are often controlled by hourglass mechanisms that rely upon 

threshold concentrations of substances, independently of periodic phenomena 

(Schneider, Rund, et al. 2018; Pigeault et al. 2018). Alternatively, organisms can react 

directly (via “tracking”) to temporal changes in the environment. Note, this differs from 
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masking, a chronobiological phenomenon in which the expression of a clock-controlled 

rhythm is suppressed by a change in the environment without having a direct effect on 

the period or phase of the underlying rhythm (Schneider, Rund, et al. 2018). A response 

that directly tracks time-of-day cues may suit parasites with multi-host lifecycles if each 

host type provides a different time-cue.  

 

Given that rhythms in T. brucei metabolism and plasticity in development during the 

asexual cycle of Plasmodium spp. enables these parasites to tolerate drugs, there is an 

urgent need for proximate and ultimate explanations of their rhythms. The T. brucei clock 

is entrained by temperature cycles, but if other parasites use Zeitgebers to set their clocks, 

or respond directly to time-of-day cues, that are readily perturbed, it should be possible 

to reduce parasite fitness by interfering with their rhythms. Further, reports of changes 

to the biting time of mosquito populations that transmit malaria suggests that insecticide-

treated bed nets are imposing selection on vector rhythms (Sougoufara et al. 2014; Rund 

et al. 2016; Rijo-Ferreira et al. 2017). Given that rhythms of parasites and mosquitoes each 

affect malaria transmission in lab experiments (P. Schneider, Rund, et al. 2018; Pigeault 

et al. 2018), what are the likely epidemiological consequences? Recent work suggests that 

mosquitoes are more susceptible to infection when they feed in the daytime and parasites 

are more infectious at night (P. Schneider, Rund, et al. 2018). Thus, day-biting could 

increase the prevalence, but not burden, of malaria in mosquitoes. However, in the longer 

term, if parasites evolve to invert their rhythm but mosquitoes do not, both prevalence 

and burden may increase. 

 

2.5. Parasite manipulation of host rhythms 

Rhythms in host processes offer opportunities that parasites could exploit. Could parasite 

fitness be increased by coercing hosts into altering their rhythms? Although many striking 

examples of parasite manipulation of host phenotypes (i.e. changes to host traits that 

benefit parasites) are known ( Thomas, Rigaud, & Brodeur 2010), the notion of “parasite 



 42 

manipulation of host clocks” is largely unexplored (De Bekker, Merrow, & Hughes 2014). 

A pre-requisite for parasite manipulation is that a phenotypically plastic host trait is 

targeted; and circadian clocks are flexible. Because clocks control much of the host’s 

behaviour and physiology (Ko & Takahashi 2006) and clocks throughout a given host 

involve the same players in the canonical clock (the TTFL), manipulation of the host’s time-

keeping may be an efficient way to simultaneously alter many aspects of the within-host 

environment. Alternatively, parasites interests may be served by bolstering circadian 

rhythms of their hosts during sickness to ensure they forage and interact with 

conspecifics, as usual.  

 

As outlined in the section “Rhythms in host defence,” separating the effects of being sick 

per se from host defence and parasite manipulation is challenging. Recently, a 

combination of culture and comparison of infection models has revealed that T. brucei 

alters expression rhythms of clock genes in host mice (Rijo-Ferreira et al. 2018). 

Specifically, infected hosts are more active in the resting phase (phase-advanced) because 

the clock runs faster (shorter period). Effects at organismal, cellular, and molecular levels 

suggests the behaviour is not just a result of sickness (Rijo-Ferreira et al. 2018). However, 

it is not clear how T. brucei achieves this, and whether the parasite benefits from altering 

host rhythms. One target of circadian disruption by viral parasites is the gene Bmal1, a 

core clock gene. Herpes and influenza A virus replication and dissemination within the 

host is enhanced in infections where Bmal1 is knocked out (Edgar et al. 2016). However, 

it remains unclear if virus replication is maximised by simply disturbing rhythmicity in host 

cell cycles or if this is a case of immune manipulation since Bmal1 appears involved in 

innate host defence (Edgar et al. 2016). Having observed changes to host clocks, the 

proceeding step is to decipher the ecological context behind these effects. 

 

The above examples lend proof-of-principle to the idea that parasites can manipulate host 

clocks and could be a general explanation for examples of host manipulation. Hairworms 



 43 

(Nematomorpha) are a well-known case of temporally linked behavioural manipulation. 

They infect various arthropods, notably crickets, and cause the host to wander in an 

erratic manner until a body of water is encountered. The host commits suicide by jumping 

in water, and the adult hairworm emerges. Infected hosts are found wandering only in 

the early part of the night (Thomas et al. 2002), and uninfected hosts are rarely motivated 

to jump into water. Infected crickets differentially express an array of proteins, some of 

which are linked to visual processes and circadian clocks (Biron et al. 2006). Culturing 

isolated host cells with parasite products and quantifying the expression of clock genes 

(following Rijo-Ferreira et al. 2018) could illuminate this case of parasite manipulation. For 

systems without relevant insect cells lines, or cases where manipulation is likely to be 

tissue/cell type specific, a transcriptomics approach may be useful (Hughes et al. 2017). 

Round the clock expression data can be mined for putative core clock genes and their 

phase, amplitude and period assessed in control and manipulated hosts. This, however, is 

likely to be extremely challenging for host species whose timekeeping does not rely on a 

canonical circadian clock.  

 

Another putative case for clock manipulation concerns the New Zealand freshwater snail 

(Potamopyrgus antipodarum) infected with Microphallus trematodes (Lively 1987) 

(Trematoda: Microphallidae). Uninfected adult snails forage primarily at night on the 

upper surfaces of rocks in the shallow-water margins of lakes. These snails retreat to 

under rocks at sunrise, which likely reduces their risk of predation by waterfowl, which 

are the definitive host for Microphallus. Infected snails, however, show delayed 

retreating, potentially making them more likely to be consumed (Levri & Lively 1996). 

Crucially, the apparent manipulation only occurs when the parasite is mature. Snails 

infected with immature (non-transmissible) stages exhibit the same risk-averse retreating 

behaviour as uninfected snails (Levri & Lively 1996). In addition, snails infected with other 

species of sterilizing trematodes, which are not trophically transmitted, do not exhibit the 

same risky behaviour as those infected with Microphallus (Levri 1999), thereby 
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eliminating the possibility that the Microphallus-induced behavioural change is a simple 

artefact of parasitic castration. Finally, Microphallus-infected snails spend more time 

foraging on the top of rocks, even when food was removed whereas uninfected snails 

retreated to shelter (Levri 1999). Taken together, the data suggest that Microphallus 

induce a change in snail behaviour that increases trophic transmission, potentially via 

manipulation of clock-controlled activity rhythms. 

 

There are many ways that parasites could interfere with clock-controlled host behaviours. 

A blunt instrument would be to alter perception/detection of the Zeitgeber that sets the 

time of the host’s clock, which is usually light. For example, Microphallus could interfere 

with photoreception to reduce the sensitivity of snails to dawn, causing their clocks to 

phase delay and forage at higher light intensities than un-manipulated snails. 

Alternatively, parasites could induce the host to ignore its clock (mask) or alter clock 

regulation of hormones that relay time-of-day information around the host. For example, 

baculoviruses appear to perturb the circadian rhythms of their caterpillar hosts by 

disrupting hormones that control climbing behaviour. In the baculovirus (Lymantria 

dispar nucleopolyhedrovirus), a single gene inactivates 20-hydroxyecdysone (Hoover et 

al. 2011) (a host hormone regulated by a circadian oscillator), motivating the caterpillar 

to climb high atop their host plants. Here, they liquefy and disseminate the virus to 

caterpillars below, as well as infecting birds who consume the corpses (Goulson 1997). 

Similar to the manipulation of caterpillar hosts, many species of parasitic fungi 

(Ophiocordyceps spp. & Pandora spp.) alter the daily behavioural rhythm of a variety of 

ant species (de Bekker et al. 2015, 2018) (See Box 3).  

 

Parsing out whether temporal disruption is a host response or clock manipulation is 

nearly, if not entirely, impossible without uncovering the mechanism of manipulation. The 

lack of insight into the mechanisms parasites use to interfere with their hosts has stalled 

progress in the field of “host manipulation by parasites” (Herbison, Lagrue, & Poulin 
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2018). This gap could be filled by harnessing the tools and conceptual framework 

developed in chronobiology. Many of the examples above have employed an ecological 

approach, yet a chronobiological approach can help elucidate both proximate and 

ultimate explanations. 

 

2.6. Conclusion 

Over the past few decades, the focus of chronobiology has been to elucidate the 

mechanistic underpinnings of biological rhythms. We propose that now is the time to 

integrate this knowledge into parasitology, evolutionary ecology, and immunology (see 

Box 2). Indeed, the role of biological rhythms in infectious disease is a growing topic that 

holds promise for improving human and animal health. History clearly illustrates that 

attempts to control parasites are usually met with counter-evolution (in the form of drug 

resistance, vaccine escape, and host shifts). A comprehensive understanding of how 

rhythms affect parasite invasion and exploitation of a host (or vector) offers novel ways 

to disrupt the chain of transmission and treat disease. Further, clock coevolution may 

occur in host-parasite-vector interactions, resulting in complex arms races best 

understood through the lens of chronobiology coupled with evolutionary ecology. 

Chronobiology supplies a myriad of tools to help elucidate rhythmic phenotypes and 

reveal to what extent host and parasite genes are responsible for rhythms in disease 

phenotypes. Adding an evolutionary ecology framework will ensure this information is 

generalisable and used to make interventions as evolution-proof as possible. 
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3. Chapter 3: A novel audio-to-circadian analysis pipeline reveals singing rhythms of male 

field crickets are clock controlled  

 

3.1. Abstract 

Circadian rhythms are ubiquitous in nature and endogenous circadian clocks drive the 

daily expression of many fitness-related behaviours. However, little is known about 

whether such traits are targets of selection imposed by natural enemies. In Hawaiian 

populations of the nocturnally active Pacific field cricket (Teleogryllus oceanicus), males 

sing to attract mates, yet sexually-selected singing rhythms are also subject to natural 

selection from the acoustically-orienting and deadly parasitoid fly, Ormia ochracea. Here, 

we use T. oceanicus to test whether singing rhythms are scheduled by circadian clocks 

and thus possible targets of selection imposed by flies. Singing rhythms fulfilled all criteria 

for endogenous circadian clock control, including being driven by photoschedule, self-

sustained periodicity of approximately 24 hours, and being robust to variation in 

temperature. Furthermore, singing rhythms varied across individuals, suggesting genetic 

variation on which natural and sexual selection pressures can act. Sexual signals and 

ornaments are well-known targets of selection by natural enemies, but our findings 

indicate that the circadian timing of those traits’ expression may also be of key 

importance. 

 

3.2. Introduction 

The daily rotation of the Earth causes predictable cycles of day and night, which nearly all 

life has evolved to cope with. Circadian clocks (i.e. daily, biological timekeepers) are 

ubiquitous and allow organisms to schedule activities, from gene expression to 

physiologies to behaviours, according to the time-of-day they are best undertaken. Most 

research on circadian rhythms has focussed on uncovering the genes and molecular 

pathways involved in the workings of circadian clocks. However, there is increasing 
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interest in the evolution and ecology of circadian rhythms – particularly, in how rhythms 

affect survival and reproduction (Greives et al. 2015; Hau et al. 2017; Rubin et al. 2017; 

Westwood et al. 2019; Hozer et al. 2020). Overt and rhythmic sexual signals provide an 

opportunity to examine these questions as they often put the signaller at risk of predation 

and/or parasitism, and so, are subject to natural selection as well as sexual selection. A 

well-studied case in which a rhythmic mating behaviour is subject to both natural and 

sexual selection concerns the Pacific field cricket, Teleogryllus oceanicus. These crickets 

are introduced in Hawaii, where they are subject to the lethal, acoustically-orienting 

parasitoid fly Ormia ochracea. Strong natural selection against “normal-wing” singing 

males has led to the evolutionary spread of distinct male forms which silence or reduce 

their song, protecting them against the fly (e.g. flatwing, curlywing, small-wing, and 

purring phenotypes) (Zuk, Rotenberry, and Tinghitella 2006; Pascoal et al. 2014; Robin M. 

Tinghitella et al. 2018; J. Rayner et al. 2019). Pre-existing satellite behaviour (i.e., 

employing a silent strategy whilst intercepting females attracted to singing males) likely 

facilitated the spread of these mostly silent/altered wing morphs throughout the 

Hawaiian Islands (Nathan W. Bailey, McNabb, and Zuk 2007). However, the loud, long-

range calling song is much more conspicuous to females, which also show preference for 

normal-wing song. Thus, conferring normal-wing males a mating advantage and 

explaining, at least in part, their persistence in the wild (Nathan W. Bailey and Zuk 2008; 

Robin M. Tinghitella and Zuk 2009; Robin M. Tinghitella et al. 2021).  

 

While the singing of normal-wing males renders them vulnerable to parasitism, O. 

ochracea may not be positively phonotactic (i.e., attracted to sound) throughout the 

entirety of the night. Indeed, multiple studies suggest O. ochracea phonotaxis to T. 

oceanicus song peaks around dusk (William Cade 1979; Kolluru 1999) and trails off prior 

to sunrise. However, evidence shows Hawaiian T. oceanicus have curbed singing around 

both dawn and dusk (Zuk, Simmons, and Cupp 1993) (compared to unparasitized, 

ancestral populations), though notably Kolluru (1999) found Hawaiian T. oceanicus activity 
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peaks only at dusk, coinciding with the time of greatest fly phonotaxis (Kolluru 1999). 

Regardless of the precise timing of fly phonotaxis, whether and how a restricted singing 

window can evolve depends on how it is controlled. If the onset of singing is a direct 

response to experiencing dusk (i.e. behavioural plasticity) then delaying singing requires 

either the evolution of usage of a different cue such as even lower light intensity, or the 

evolution of a delay between cue and response. This could occur if selection acts on 

existing genetic variation for photosensitivity or lag in response to light intensity. In 

contrast, if the singing window is controlled by a circadian clock (Werrer Loher and Orsak 

1985) how singing behaviour responds to clock outputs could change. Because clocks and 

their outputs control much of an organism’s physiology and behaviour (e.g. >80% and 

>40% of protein-coding genes show daily, rhythmic expression in male baboons and mice, 

respectively; (R. Zhang et al. 2014; Mure et al. 2018), alterations to clock mechanics may 

be constrained if singing is a cue for, or a tightly linked aspect of traits that have to occur 

in advance of mating. For instance, if spermatophore formation precedes the onset of 

singing by a fixed amount of time (such as in T. commodus; (Werner Loher 1974) a phase 

delay in the onset of singing may be difficult or impossible without an accompanied shift 

in the onset of spermatophore formation. Under such scenarios, the extrinsic 

consequences of singing (e.g. parasitism risk and mate attraction) trade off with each 

other as well as with the intrinsic consequences (e.g. readying a spermatophore). Further 

complexity occurs when closely related species share a common landscape. For example, 

crickets of the genus Laupala (sympatric species L. cerasina and L. paranigra) exhibit 

significant daily temporal differences in singing (and thus mating), which likely reduces 

interspecific acoustic interference and mating (Danley et al. 2007).  

 

Understanding how singing rhythms can evolve requires knowledge of the extent of their 

circadian regulation, their sensitivity to variation in abiotic conditions (such as 

temperature), and  their variation between individuals within a population. Research on 

circadian rhythms in crickets has largely mirrored that of chronobiology, with early work 
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focussing on the ecology of rhythms (W. Loher and Edson 1973; Werner Loher 1974; 

Werner Loher and Weidenmann 1981; Werrer Loher and Orsak 1985) and a subsequent 

shift in focus towards determining molecular clock mechanisms (Lupien et al. 2003; 

Moriyama et al. 2008, 2009; Danbara et al. 2010; Moriyama et al. 2012; Uryu, Karpova, & 

Tomioka 2013). Though still not fully understood, the molecular underpinnings of clocks 

in crickets appear similar to those in Drosophila (which have been studied extensively) 

and mammals (reviewed in (Panda, Hogenesch, & Kay 2002) operating via a canonical 

circadian clock, i.e. a transcription-translation feedback loop involving clock genes period 

(per) (Moriyama et al. 2008), timeless (tim) (Danbara et al. 2010), Clock (Clk) (Moriyama 

et al. 2012), and cycle (cyc) (Uryu, Karpova, & Tomioka 2013). Understanding how 

molecular clocks operate opens the door towards using this information to answer 

questions pertaining to the evolutionary ecology of circadian rhythms, particularly how 

circadian rhythms govern interactions between individuals (e.g., males and females, 

predators and prey, and hosts and parasites).  

 

Early studies pertaining to circadian rhythmicity in T. oceanicus singing address some, but 

not all, requirements for a rhythm to be deemed circadian (Werrer Loher and Orsak 1985). 

Rhythms are deemed under the control of an endogenous circadian oscillator when they 

meet all four of the following requirements: (1) the duration of the rhythm has a “period” 

of approximately 24-hours (24h), (2) the rhythm persists (“free-runs”) under constant 

environmental conditions, (3) the timing (“phase”, e.g. onset and offset) of the rhythm is 

set (“entrained”) by an environmental time-cue (“Zeitgeber”), and (4) the pace of the 

clock is unaffected by a biologically realistic range of temperatures (“temperature 

compensation”), which is usually examined under free-running conditions. Verifying these 

characteristics in the form of behavioural assays requires observing the behaviour for 

multiple consecutive days under both a standard photo-schedule (12h Light : 12h Dark; 

LD) and a reversed photo-schedule (12h Dark : 12h Light; DL), as well as constant light (LL) 

or constant darkness (DD) to determine the free-running period and its stability over a 
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range of temperatures. Without verification of each of these characteristics, an observed 

rhythm may simply be the direct response of an organism to a change in the external 

environment and not the product of a cellular autonomous circadian oscillator. For 

example, Tan & Robillard (Tan & Robillard 2021) observed some time-of-day variation in 

singing activity across 11 cricket species but were unable to parameterise rhythms or 

determine whether an endogenous oscillator is involved. 

 

Here, we ask whether the singing rhythm of T. oceanicus is circadian, and we assess 

individual variation in rhythmic parameters. This provides a rare opportunity to examine 

circadian rhythms in the context of natural selection and rapid evolution in the wild. To 

do this we develop a novel audio-data-to-circadian analysis pipeline for the extraction (via 

‘Tempaural’, a bespoke R package we implement in the ‘Rethomics’ analysis framework), 

processing (through machine learning), and analysis of around-the-clock continuous 

audio data. We then deploy our method to analyse data from three experiments, 

revealing that singing rhythms are under endogenous circadian clock control, driven by 

photoschedule, and robust to variation in temperature. Furthermore, individual variation 

underlies differences in parameters that characterise singing rhythms. 

 

3.3. Methods 

Animals, rearing and experimental conditions 

Experimental subjects were taken from laboratory stock populations established in 2012 

from females collected in Lai’e (W. T. Schneider, Rutz, et al. 2018) At the time of 

establishment, approximately 50% of males in the population expressed the flatwing 

phenotype. For the purpose of this experiment, we excluded flatwing males and 

hereafter, “adult male” refers to the normal-wing phenotype. We housed both stock and 

experimental animals in 9L plastic boxes with egg cartons for shelter and fed Burgess™ 

Excel Junior and Dwarf rabbit pellets with water available ad libitum. Rearing conditions 

consisted of a LD photoschedule (lights-on at 06:00 UTC and lights-off at 18:00 UTC), and 
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temperature was maintained at 25°C. To house crickets during the experiment, we used 

either Panasonic MIR-154-PE Cooled Incubators or LEEC SFC3C R/H Ultrasonic Humidity 

Cabinets. Males in each experiment were within three days post-eclosion and physically 

and acoustically isolated from all other males for the duration of the recordings. During 

experiments, all recordings were made from individual crickets with food and water ad 

libitum and egg carton for shelter.   

 

Experimental designs  

We conducted three experiments to test whether T. oceanicus singing rhythms fulfil the 

criteria for control by an endogenous clock. Our first experiment (experiment 1) was 

designed to verify singing is nocturnal and characterise its basic daily patterns. We then 

carried out two further experiments to test whether singing rhythms persist in the 

absence of a time-of-day cue, and if rhythms are robust to temperature variation under 

both constant (experiment 2) and entrainment (experiment 3) conditions. Specifically, 

experiment 2 tests whether the period of a given rhythm is maintained over a range of 

temperatures, and experiment 3 probes whether entrainment (when e.g. the onset and 

offset of a rhythm occurs in relation to the Zeitgeber) occurs in a manner independent of 

temperature.  

 

Experiment 1: Characterising the prevalence and timing of singing across days  

Adult males (n=4) were recorded continuously for at least 8 days under photoperiod-

reversed (DL) conditions relative to standard rearing conditions, and constant 

temperature (25°C) (Figure 1). We used these audio recordings to estimate the period of 

singing under predictable environmental conditions, to determine the proportion of time 

spent singing each day, and to determine how much singing occurs during the light versus 

dark phase.  

 

Experiment 2: Fundamental circadian properties   
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Adult males (n=14) were haphazardly assigned to one of three temperature treatment 

groups (22°C, n=5; 25°C, n=4; 28°C, n=5) (see Figure 1) all in constant darkness (DD) and 

recorded continuously for at least 8 days. Audio recordings from these crickets revealed 

whether singing rhythms free run (i.e., persist in the absence of rhythmic environmental 

cues) and are temperature compensated (i.e., an approximately 24h period is maintained 

despite the different temperatures).  

 

Experiment 3: Temperature compensation under entrainment   

Adult males (n=17) were haphazardly assigned to one of three treatment groups: 22°C 

(n=8), 25°C (n=6), or 28°C (n=8) (see Figure 1). We recorded each cricket under standard 

LD conditions, then at lights on (Zeitgeber Time, ZT0) on day 9, we switched to 

photoperiod-reversed (DL) conditions and recorded each cricket for a further 8 days. By 

reversing (“phase-shifting”) the photoschedule during the experiment, we tested whether 

crickets are able to entrain to an altered photoperiod, and whether entrainment is 

temperature compensated.  

 

 

Figure 1. Rearing and experimental conditions. Individuals were removed from rearing 

conditions and placed into incubators where they were recorded for at least 7 days per 

photoschedule regime. Crickets in experiment 1 were recorded under photoperiod-
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reversed conditions (DL) relative to rearing conditions, crickets in experiment 2 were 

recorded in constant darkness (DD), and crickets in experiment 3 were recorded under 

standard (LD) and then photoperiod-reversed conditions (DL). Temperature for each 

group is indicated by colour (blue=22°C, purple=25°C, and pink=28°C) and photoschedule 

is illustrated by the white (light), black (dark), and grey/black (subjective day/night during 

constant darkness) bars. Subjective day/night refers to the portion of each circadian cycle 

that corresponds to lights on/off in rearing conditions.   

 

Audio recordings  

We collected continuous audio data using recorders (Sony™ ICD-UX560 Digital Voice 

Recorders equipped with Integral™ Micro Secure Digital eXtended Capacity cards) set to 

a sampling rate of 44.1 kHz and a 16-bit resolution (stereo MP3 file format). Recorders 

were adhered to the inside of each plastic box and fitted with an external power supply 

cord. We transferred audio files to external hard drives (Western Digital 4TB Elements 

Portable Hard Drive – USB 3.0) prior to analysis on a personal computer (2017 Apple 

MacBook Pro using macOS Catalina) and the University of Edinburgh’s high performance 

computing cluster.  

 

Identifying singing and characteristics of singing rhythms 

Crickets produce acoustic signals by rhythmically opening and closing their forewings, 

rubbing the scraper and file together (i.e. “stridulation”) (Pfau & Koch 1994), and bouts of 

singing generally last from several seconds to minutes (W. T. Schneider, Rutz, et al. 2018). 

Calling song produced by normal-wing T. oceanicus has a dominant frequency between 4-

5kHz and is characterised by a long chirp followed by a series of short chirps (Balakrishnan 

& Pollack 1996). Using the unique spectral properties of T. oceanicus song (see Appendix 

Chapter 3 Table I), we developed a random forest model using k-fold cross validation to 

predict whether a cricket sang during each consecutive 60s audio clip (hereafter referred 

to as a “clip”) throughout its entire recording window (8-18 days per individual, depending 
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on the experiment). Using an algorithm to detect singing allowed us to efficiently process 

the audio files that exceeded 1TB (>12,000 hours) across all experiments. In order to 

facilitate and standardise the analysis of this large amount of data, we developed 

“Tempaural”, an R package that interfaces bioacoustic data with the Rethomics 

framework. Temporal is freely available at https://github.com/rethomics/tempaural. 

 

To generate our random forest model (Breiman 2001), we first randomly extracted  557 

60s clips from 7 representative crickets spanning three different experimental conditions 

(i.e. LEEC or Panasonic incubator; 22°C, 25°C, or 28°C) and length of time spent in an 

incubator (8-18 days) (see experimental designs), thus accounting for incubator type, 

temperature, and cricket age in the training and validation of the model. Saved clips were 

tagged with a random string to ensure anonymisation and randomisation. We then 

manually listened to all clips and classified them as “singing” as a binary response variable 

(the cricket was heard singing at least once during the clip, this includes short chirps 

lasting ~1s; singing=1) or “background” (the cricket was not heard singing during the clip; 

singing=0).  

 

Next, we initially extracted 19 audio features (e.g., descriptive statistics of the frequency 

in the 3-6 kHz spectrum) from each clip using the bioacoustics R package “Seewave”  

(Sueur 2018) (see Appendix: Chapter 3 Table I for the full list of features). These predictors 

were iteratively pared down to five which returned a high level of accuracy on the training 

set (Appendix Chapter 3 Table I). We used the Caret package in R to split the data into 

training and validation sets (75% and 25% respectively) (Kuhn 2008) and trained a set of 

models (classification and regression tree, k-Nearest Neighbors, and random forest) using 

k-fold cross validation (k=10) of which the random forest model performed best (accuracy 

= 0.978, kappa = 0.918). We estimated the performance of the model on our validation 

set, which returned a very high level of accuracy (accuracy=0.985, CI (0.949, 0.998), kappa 

= 0.948) (Appendix Chapter 3 Tables II-III and Figure I). We then applied this model to 
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score on all consecutive 60s clips as “singing” (1) or “not singing” (0). We averaged the 

values across clips from the simultaneous recordings of individuals in the same treatment 

groups to generate a continuously distributed variable for analysis and presentation.  

 

Statistical and circadian analysis 

We used R v4.0.1 (R Core Team 2020) for all analyses, except for the derivation of phase 

markers (onset, peak, and offset) which we obtained using ClockLab software 

(ActiMetrics, Wilmette, IL, USA). Prior to circadian analysis, we removed the first 72h from 

each individual’s dataset to allow for acclimation to experimental conditions. Further, we 

removed the first 4 days post-photoperiod-reversal to allow for transient cycles (i.e., the 

time necessary for a rhythm to reach a stable phase-relationship with the central circadian 

pacemaker) (Colin S. Pittendrigh and Daan 1976). 

 

By examining double-plotted actograms for each cricket we carried out initial visual 

inspection of singing for the duration of each experiment. As “singing” was quantified as 

either a “0” or “1” for each minute, the legend scale (from 0-1) on Figure 3 B-D and Figure 

4 can be interpreted as the mean “singing”.  We excluded 1 cricket from experiment 2 at 

25°C due to no singing, and we excluded 2 crickets from experiment 3 at 28°C (one for 

death, and the other for not singing). Recording equipment failure resulted in the loss of 

~24h of data from 2 crickets in experiment 2 and ~12h of data from 1 cricket in experiment 

3, though these crickets were retained in the final dataset because the remainder of their 

recordings were unaffected. Not every individual sang every day (or to a degree in which 

onset, peak, and offset were detectable); these individuals were retained in the dataset, 

and onset, peak, and offset were calculated only for those days in which they could be 

confidently estimated.  

 

Free-running and entrained periods were calculated using Lomb-Scargle (LS) 

periodograms (Ruf 1999) via the Rethomics workflow (Geissmann et al. 2019). Mean 
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singing activity, free-running periods (FRP), and entrained periods were compared using 

t-tests and Kruskal-Wallis tests (Kruskal & Wallis 1952). Circular data (onset, peak, and 

offset) were modelled using Bayesian projected normal circular regression models 

compared by the “Watanabe-Akaike information criterion” (WAIC) (Watanabe & Opper 

2010) using the R package “bpnreg” (v. 2.0.2). A change in 2 WAIC (ΔWAIC=2) was chosen 

to select competitive models. The most parsimonious of the competitive models was 

chosen for interpretation, and coefficients were considered significant if the high 

posterior density (HPD) estimates varied from zero (Cremers, Mulder, & Klugkist 2018). 

Finally, individual variation in phase markers was estimated via angular variances (Vm) 

(Jammalamadaka and Sengupta 2001) also using the R package “bpnreg”.   

 

3.4. Results 

Experiment 1: Temporal characterisation  

When placed under photoperiod reversed conditions at constant temperature, crickets 

sing significantly more often in the dark than the light phase (t = 5.35, p = 0.013, df = 3, 

95% C.I. [1146.46, 4494.54]; Fig. 2A). Indeed, crickets sing, on average, at least once per 

minute during 68% of the dark phase (mean = 0.68 ± 0.18 S.D.) in contrast to only 1% of 

the light phase (mean = 0.01 ± 0.01 S.D.). In total, the most reserved cricket sang at some 

point during each minute for as little as 9.32h per day (S.E. = 0.00021) compared to the 

most vociferous cricket which sang at least once per minute for upwards of 12.7h per day 

(S.E. = 0.00022). Onset of singing began about an hour into the dark phase (mean onset = 

ZT13.06 ± 1.67h S.D.), peaked nearly 5 hours later (mean peak = ZT17.61 ± 1.95h S.D.) and 

tapered off just before the start of the light phase (mean offset = ZT23.91 ± 2.46h). 

Further, the entrained LS period estimate was close to 24h (mean period = 24.4h, S.E. = ± 

0.15 Fig. 2B). These results show, as expected, males sing overwhelmingly during the dark 

phase and vary greatly in how often they sing on average per day.  
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Figure 2. A. Group polar coordinate plot for photoperiod reversed crickets. Purple lines 

represent singing activity averaged and wrapped across 24h for each individual. Shaded 

grey and white areas indicate dark and light phases, respectively. Polar coordinates (0/24, 

6, 12, and 18) represent time (ZT; in hours), and distance from the centre of the plot 

(indicated on the upper left quartile of the leftmost plot) illustrates average singing value 

(0 = no singing and 1 = singing recorded in at least part of a clip) for each cricket at a given 

30-minute window across consecutive days of recording. B. LS periodograms for individual 

crickets under entrained, photoperiod reversed conditions. Period estimate (in hours) is 

shown on the x-axis and associated statistical power on the y-axis. The horizontal, red 

dashed line indicates the significance threshold. Solid lines illustrate the average power 

per treatment. For A and B, colours represent n = 4 individual crickets (c1-c4). 

 

Experiment 2: Fundamental circadian properties   

Free-running periods (FRP) are characteristically close to, but never exactly, 24h (Colin S. 

Pittendrigh and Daan 1976). In keeping with this, FRP for each temperature group is 

slightly longer than 24h (mean ± S.E.: 22°C = 25.0 ± 0.16; 25°C = 25.2 ± 0.01 28°C = 25.1 ± 

0.13; Fig. 3A; Appendix Chapter 3 Figure II) and does not differ significantly between 

temperature groups (Kruskal-Wallis, chi square = 1.6, p = 0.45, df = 2) (Fig. 3A), giving an 
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overall FRP of 25.1 ± 0.08 S.E. Because FRPs are not precisely 24h, circadian rhythms drift 

over successive days while under constant conditions. For T. oceanicus, the elongated FRP 

delays the onset of singing each day, pushing onset further into subjective night and offset 

into subjective day (Fig. 3 B-D; see Appendix Chapter 3 Figure II for individual LS 

periodograms). These results show that singing rhythms in T. oceanicus are endogenous, 

close to 24h and temperature-compensated. 

 

 

 

Figure 3. A. Average Lomb-Scargle periodograms for each temperature treatment group 

under free-running conditions. Period estimate (in hours) is shown on the x-axis and 

associated statistical power minus the significance threshold is on the y-axis. The 

horizontal, red dashed line indicates the significance threshold. Solid lines illustrate the 

average power per treatment, and shaded areas around each line indicate the standard 

error. B-D. Double-plotted (i.e., 48h) actograms averaged across all individuals within each 

temperature treatment (B, 22°C = blue, C, 25°C = purple, and D, 28°C = pink) showing 
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singing rhythms under free-running conditions (constant dark). Subjective light and dark 

phases are indicated by gray and black bars (respectively) situated at the top of each plot. 

Time in days is shown on the y-axis and time in hours is on the x-axis. Legends indicate 

singing as depth of colour.  

 

Experiment 3: Temperature compensation under entrainment   

Across all temperature treatment groups, crickets sing during the dark phase under 

standard lighting conditions (days 3-8, Fig. 4) and in photoperiod reversed conditions, 

following several days of adjustment (days 13-17, Fig. 4). Specifically, upon photoperiod 

reversal on day 9, crickets begin to shift singing patterns (delaying onset and offset) until 

re-aligned with their new photoschedule (days 13-17, Fig. 4).  

 

 
 

Figure 4. A-C. Average double-plotted actograms for each of three temperature 

treatments (A. 22°C = blue, B. 25°C = purple, and C. 28°C = pink) showing singing rhythms 

under entrained conditions (LD, white and black bars on top of plot) and following 

photoperiod-reversal at ZT0 on day 9 (red arrows). Time in days is shown on the y-axis 

and time in hours is on the x-axis. Legends indicate singing as depth of colour. Days 0-2 

are removed to allow for acclimation to experimental conditions. 

 

The process of entrainment and the resulting rhythms follow similar patterns across 

temperatures (Fig. 5; Tables 1-2). The most parsimonious model for onset and peak 

included both regime and temperature as main effects (ΔWAIC = 0 & 1.30, respectively; 
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Table 1). However, because the HPD for each temperature treatment contained 0 for both 

phase markers, but not for regime, we interpret regime as the main driver in any observed 

variation in both onset and phase. Specifically, upon phase shift onset and peak were 

phase advanced by ~1hr and ~1hr 18 min, each (mean = 0.97 ± 0.25h S.D. and mean = 

1.30 ± 0.30 S.D. for onset and peak, respectively). Similarly, the most parsimonious model 

for offset included only regime (ΔWAIC = 0; Table 1) which resulted in a phase advance of 

just over 2h upon phase shift (mean = 2.08 ± 0.34h S.D.). Overall, we find that while 

temperature may increase model fit for some phase markers, it does not significantly 

contribute to explaining any observed variation, though we did find moderate evidence 

for a phase advance (~2h) in each of the three phase markers upon photoperiod reversal. 

However, this may be an artefact of experimental design and attributable to transient 

cycles. 

 

 

 

Figure 5. Phase markers (y-axis; A. Onset, B. Peak, and C. Offset in Zeitgeber time (ZT); 

mean ± S.D.) for each temperature treatment (legend; 22°C = blue, 25°C = purple, and 

28°C = pink) across both lighting regimes (x-axis; LD and DL). 

 

Response Covariates WAIC pWAIC ΔWAIC lppd WAICw 

Onset Regime+temperature 425.14 11.01 0.00 -201.56 0.50 

Regime*temperature 425.32 17.43 0.18 -195.23 0.46 

Regime 430.60 5.52 5.46 -209.78 0.03 

Temperature 438.89 7.87 13.75 -211.58 0.00 
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Null 444.93 2.66 19.79 -219.81 0.00 

Peak Regime*temperature 490.57 14.07 0.00 -231.22 0.57 

Regime+temperature 491.87 8.84 1.30 -237.10 0.30 

Regime 493.62 4.43 3.05 -242.38 0.12 

Temperature 516.65 6.53 26.07 -251.79 0.00 

Null 517.85 2.15 27.28 -256.77 0.00 

Offset Regime 517.68 5.06 0.00 -253.79 0.49 

Regime+temperature 518.12 9.58 0.43 -249.48 0.40 

Regime*temperature 520.71 14.86 3.02 -245.50 0.11 

Null 551.40 2.26 33.71 -273.43 0.00 

Temperature 552.39 6.82 34.70 -269.38 0.00 

 

Table 1. Phase markers (“onset”, “peak”, and “offset”; “response”) are modelled by 

“regime” (LD or DL) and “temperature” (22°C, 25°C, and 28°C) (“covariates”). WAIC, 

estimated number of parameters (pWAIC), ΔWAIC (WAICmodel – WAICmin model), log 

pointwise predictive density (lppd) and WAIC w (WAIC weight) are shown for each model. 

Models are ordered in descending fit (best-fitting model at the top for each response). 

 

Finally, average T. oceanicus singing rhythms under entrained conditions (i.e., for both LD 

and DL lighting regimes) are characterised by a period estimate of 24.72 ± 0.16h S.E., a 

mean onset of ZT12.48 (± 2.77h S.D.), peaking at ~ZT17.47 (± 3.07h S.D.), and mean offset 

of ZT22.37 (± 3.39h S.D.). These parameters varied between individuals, with the angular 

variances (Vm; Fisher 1995) ranging from 0.17-0.88 for the onset, 0.13-0.86 for the peak, 

and 0.30-0.94 for the offset (Table 2) (Batschelet 1981; Jammalamadaka and Sengupta 

2001; Zar 2010). Further, singing prevalence over a circadian cycle averaged at 8.26 ± 

3.83h (mean ± S.D.; Table 2) and varied greatly across individuals (coefficient of variation, 

C.V. = 46%) (Appendix Chapter 3 Figures III-IV).  

 

 



 62 

 

Regime 

Temp 

(°C) Onset (ZT) Peak (ZT) Offset (ZT) 

Vm 

Onset 

Vm  

Peak 

Vm 

Offset 

Singing 

prevalence 

LD 

 

22 13.24±2.33 18.11±2.24 23.42±2.33 0.34 0.32 0.34 8.16±4.85 

25 12.64±3.22 17.98±3.54 23.80±4.11 0.60 0.70 0.87 9.25±4.63 

28 13.38±1.57 18.90±1.41 23.82±2.16 0.17 0.13 0.30 9.31±3.99 

DL 22 12.34±2.15 16.45±3.01 21.07±3.03 0.29 0.53 0.54 7.22±2.90 

25 11.82±4.11 17.50±4.06 22.67±4.30 0.88 0.86 0.94 7.94±2.86 

28 11.75±2.59 16.79±2.80 21.07±3.02 0.41 0.47 0.54 8.08±4.26 

 

Table 2. Phase markers (“onset”, “peak”, and “offset”, mean ZT ± S.D.), angular variances 

(Vm onset and Vm offset), and singing prevalence per day (“singing prevalence”, the average 

number of minutes per day that a cricket sang at least once; mean h ± S.D) by temperature 

(“temp”, °C) and regime (LD and DL) as determined in experiment 3.  

 

3.5. Discussion 

Our experiments verify circadian control of singing, and coupled with our quantification 

of between-individual variation in the timing of circadian parameters (i.e., onset, peak, 

and offset) and the marked variation in singing prevalence, highlight circadian singing 

rhythms as a potential target for both natural and sexual selection (Westwood et al. 

2019). Specifically, as expected, crickets sing primarily during the dark phase (Fig. 2A), and 

singing free runs under constant environmental conditions (Fig. 3A-D), is entrainable by a 

Zeitgeber (light; Fig. 4A-C), has a periodicity of approximately 24h under entrained 

conditions (experiment 1: 24.4 ± 0.15h S.E. Fig. 2B and experiment 3: 24.72 ± 0.16h S.E., 

see Appendix Chapter 3 Figure II-IV for individual LS periodograms) and a slightly longer 

FRP (25.1 ± 0.079h S.E., Fig. 3A), and is temperature compensated under a biologically 

realistic range of temperatures under constant conditions (Fig. 3A). Further, we find no 

evidence for an influence of temperature on phase markers under entrained conditions 

(Fig. 5, Table 1), though each phase marker advanced upon phase shift by ~1-2h (Table 2).  
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We found that individuals vary in the quantity of time spent singing and in the timing of 

their rhythms (C.V. = 46%; Table 2). Further, post hoc correlation analyses reveal a 

moderate positive correlation between peak and singing prevalence (r = 0.53, p = 0.044), 

indicating that the further into the dark phase an individual peaks in singing, the greater 

their overall singing prevalence (see Appendix Chapter 3 Figure V). While onset was not 

significantly correlated with singing prevalence (r = -0.41, p = 0.13; Appendix Chapter 3 

Figure V), it did show a slightly negative trend, whereas offset showed a slightly positive 

trend (r = 0.37, p = 0.2; Appendix Chapter 3 Figure V), possibly suggesting that a wider 

singing window (i.e., earlier onset and later offset) results in greater singing prevalence 

per day. This, coupled with the significant positive relationship between peak and onset, 

could suggest crickets experience a “warming up” period at the onset of singing (as found 

in bush crickets and katydids) (Josephson & Halverson 1971; Heller 1986). 

 

Both normal-wing (singing) and flatwing (silent) males exhibit satellite behaviour  in this 

species (i.e., behaviour in which non-calling males intercept females attracted to calling 

males; (Zuk et al. 2018; Zuk, Rotenberry, and Tinghitella 2006). As such, variation in singing 

prevalence between individuals may be indicative of an individual’s propensity towards 

satellite tendencies versus commitment to singing. However, juveniles reared in 

conditions mimicking populations with high levels of singing males are less likely to exhibit 

satellite behaviour (Nathan W. Bailey, Gray, and Zuk 2010), and since our population 

contains ~50% singing males, satellite behaviour may not be as prevalent in our 

population as others showing very high proportions of flatwings (e.g. in Kauai, where 

upwards of 90% of males are flatwing) (Zuk et al. 2018). However, because singing is 

energetically costly (Prestwich & Walker 1981; Hoback & Wagner 1997; Hack 1998) and 

condition-dependent (Holzer, Jacot, and Brinkhof 2003; Hunt et al. 2004; Judge, Ting, & 

Gwynne 2008; Houslay et al. 2017), the marked individual variation may simply be a result 

of rearing environment, physiological condition, and/or stochastic developmental 
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trajectories. Interestingly, our observed mean nightly singing prevalence was much higher 

than previously reported for Hawaiian T. oceanicus (Kolluru 1999). However, Kolluru 

(1999) removed adult male crickets from the field and observed their singing in the 

laboratory under ambient lighting conditions, and thus differences in singing prevalence 

may be due to the likely poorer condition of wild crickets or disturbances from the data 

collection methods. Further, while the wild crickets collected by Kolluru (1999) were not 

age-controlled, all of the crickets in our experiments were placed into experimental 

conditions within 1-3 days of eclosion and so singing prevalence may reduce as individuals 

age.  

 

We found that, in general, male T. oceanicus sing between ~ZT13 and ~ZT23, peaking 

~ZT17.5. Our results support and develop those of Zuk, Simmons, & Cupp (Zuk, Simmons, 

and Cupp 1993) who observed that wild T. oceanicus sing primarily during the dark phase 

in the Hawaiian Islands. Further, they found that unparasitised T. oceanicus populations 

begin to sing earlier and continue singing later (i.e., they appear to have a wider singing 

window) than do the Hawaiian populations (Zuk, Simmons, and Cupp 1993). Crickets in 

our experiment rarely sang during the light phase (e.g., crickets in experiment 1 sang only 

during ~1% of the light phase whereas they sang ~68% of the dark phase), fitting with the 

notion that selection may have acted on singing rhythms such that individuals in 

parasitised populations reduce (or, have nearly eliminated) singing at “risky” times-of-day. 

Future work comparing these two populations from a circadian framework could 

elucidate the extent to which selection has resulted in temporally distinct circadian 

singing patterns. 

 

We reveal that nocturnal singing is not simply a phenotypically plastic response to 

dusk/darkness, but is scheduled by an endogenous circadian clock. Clocks give their 

owners the ability to anticipate when day/night will occur and so, prepare in advance 

(Aschoff 1965). Anticipating night-time could be useful for coordinating rhythmic mating 
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behaviours between males and females (Werrer Loher and Orsak 1985) or for timing 

conspicuous singing behaviour when parasitism and/or predation risk is low (Zuk, 

Simmons, and Cupp 1993). Interestingly, mean onset (~ZT13) occurs about an hour past 

the start of the dark phase (ZT12) – a finding apparently in contrast with the anticipatory 

nature of circadian rhythms (though, in line with previous findings in the wild (Zuk et al. 

2018). However, as our lighting system was either on or off (i.e. did not gradually change 

to mimic dawn and dusk), nuance in anticipation may have been missed. Another 

possibility is that anticipatory activities occur in advance of the onset of singing, such as a 

warm-up period or spermatophore production (Josephson and Halverson 1971; Werner 

Loher 1974; Heller 1986). Further work could ramp light intensity up and down to mimic 

dawn and dusk to pinpoint the relationships between onset and offset with dusk and 

dawn, and across the suite of reproductive behaviours crickets engage in.  

 

Singing rhythms appear robust to a range of temperatures under free-running conditions 

(Fig. 3), and entrained conditions (Table 1, Fig. 5), though we did find slight evidence for 

a modest phase advance upon photoperiod reversal (Table 2), possibly due to prolonged 

transient cycles. The variation in temperature we exposed the crickets to (22-28°C) 

approximates the annual variation in temperature in Hawaii where monthly temperatures 

range from a mean low of 22.8°C to a mean high of 27.4°C (National Weather Service, 

National Oceanic and Atmospheric Administration, monthly summarised data (mean min-

mean max°C) in Honolulu, HI from 1950-2021). Thus, our experiments examining 

temperature compensation represent ecologically relevant treatments, and suggest 

crickets regain the appropriate phase relationship to the Zeitgeber regardless of 

temperature. However, for some organisms (e.g. Neurospora, Drosophila, and mice) 

temperature can act as an additional Zeitgeber to light (Y. Liu et al. 1998; Sidote et al. 

1998; Refinetti 2010). Imposing temperature cycles that align with or oppose light dark 

cycles could parse out the relative contributions of light and temperature as Zeitgebers, 
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and inform how organisms respond to e.g. climate change, especially in the face of 

additional selection pressures imposed by infection.  

 

To characterise rhythms from continuous audio recordings, a vast quantity of data are 

generated that precludes manual scoring. Therefore, we also present a novel audio-to-

circadian analysis pipeline, capable of extracting useful parameters from which to train 

machine learning algorithms, which can then process large quantities of data. The 

application of machine learning techniques towards bioacoustic analysis is gaining 

traction (Aide et al. 2013; L. Zhang et al. 2017) and our pipeline can be used for any sound-

producing species, whether for circadian analysis or simply for detecting signal in noise. 

Further, the pipeline may be applied to organisms not typically considered to acoustically 

advertise, including the detection of vibrational signals recorded on contact microphones. 

This could be especially useful in investigating singing rhythms in flatwing males, who do 

not produce song per se (W. T. Schneider, Rutz, et al. 2018), but have been shown to 

exhibit singing prevalence similar to normal-wing males (Rayner, Schneider, & Bailey 

2020). However, whether flatwing males stridulate consistently throughout the night 

and/or maintain the same phase relationship with light as do normal-wing males remains 

unresolved.  

 

In summary, we demonstrate that singing rhythms in T. oceanicus meet all four 

requirements necessary to be deemed under the control of an endogenous circadian 

oscillator. Our findings are largely in agreement with past prevalences towards elucidating 

the timing of singing (Werrer Loher and Orsak 1985; Zuk, Simmons, and Cupp 1993; 

Kolluru 1999) with some interesting differences in observed singing prevalence. Our work 

adds to this literature by interrogating singing from a robust circadian framework, which 

is important to show that the phase relationship of a behaviour (upon which selection is 

likely to act) is indeed heritable and not simply a plastic response (i.e., a reactionary or 

“just in time” response) to the environment. 
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4. Chapter 4: Circadian shifts in singing in a parasitised population of crickets suggests 

temporal escape from infection 

  

4.1. Abstract 

Circadian clocks provide organisms with an elegant solution to organising daily activities 

with predictable rhythms in the environment. For acoustically advertising species, the 

timing of reproductive advertisement also affects the risk of parasitism. For Hawaiian 

Teleogryllus oceanicus crickets, “normal-wing” males (males who produce the ancestral 

calling song) sing to advertise to females, which also attracts the deadly, acoustically-

orienting parasitoid fly Ormia ochracea. T. oceanicus males generally sing from dusk until 

dawn, but since fly phonotaxis peaks at dusk, we hypothesised that males may evade the 

fly by delaying singing activity until after dusk. Thus, “temporal escape” minimises 

infection risk while still allowing males to attract females for much of the night. To test 

whether the singing schedule of males exposed to fly-selection is consistent with temporal 

escape, we compared singing rhythms, and their circadian control, between normal-wing 

males from the Hawaiian Island Oahu to males from an ancestral, unparasitised 

population from Mangaia in the Cook Islands. We find that singing in both populations is 

nocturnal and consistent with control by a circadian clock. Multiple aspects of the 

temporal organisation of singing within the dark phase vary between the populations and 

in a manner consistent with temporal escape. Particularly, when entrained, Oahu males 

sing ~5% less (or, 2.5-fold less) during the two hours following darkness, and sing 7% more 

during the darkest part of night, than males from Mangaia. These population differences 

are also likely governed by circadian clocks, because whilst free-running, Oahu males are 

also 1.2-fold less likely to sing in subjective light that Mangaia males. Almost all circadian 

singing parameters are more variable in the Mangaia population particularly when free-
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running (~2-4-fold and ~3-7-fold higher whilst entrained and free-running, respectively), 

suggesting stronger recent selection on the rhythms of Oahu males. While bottlenecks 

associated with colonisation of the Hawaiian islands as well as fly-driven selection could 

impact on the timing and variability of singing schedules between populations, the precise 

differences suggest that by restricting their singing activity to the night-time, Oahu males 

may be temporally escaping detection by the fly, providing a rare demonstration of how 

circadian clocks mediate the intersection between natural and sexual selection.  

 

4.2. Introduction 

Parasites are ubiquitous in nature and the strong selective pressures they exert has led to 

the evolution of myriad host defensive strategies (Wilson & Cotter 2013). Most research 

on how hosts combat infection centres around immune responses which are a potent 

defence against parasitism. However, because immune function is costly and often acts 

as either a secondary or tertiary defence (Schmid-Hempel 2003; Cotter et al. 2008), 

primary defence strategies (such as certain behaviours and morphologies) are important, 

often lower-cost components, of host defence (Elliot & Hart 2010; Barbosa & Caldas 2007; 

Hart 1994). The evolution of such strategies necessarily depends upon the mode in which 

the host is detected by the parasite; for example, the parasitoid Tachinid fly Ormia 

ochracea listens in on male Pacific field crickets (Teleogryllus oceanicus) as they sing to 

attract mates (Sabrosky 1953). Acoustic-orientation by female O. ochracea is facilitated 

by their finely tuned hearing organs that more closely resemble those of Orthopterans 

than of other flies (W. Cade 1975). 

 

In Hawaii, where both the Pacific field cricket and the fly are introduced (Tinghitella et al. 

2011; Eldredge & Evenhuis 2003; X. Zhang et al. 2021), the lethal infection caused by 

Ormia ochracea has selected for the evolution of “flatwing” males that are 

morphologically incapable of producing sound (Zuk, Rotenberry, and Tinghitella 2006), 

and a suite of other phenotypes which produce sound distinct from the ancestral “normal-
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wing” song (e.g., curly wing, small wing, and purring phenotypes; (Pascoal et al. 2014; 

Tinghitella et al. 2018; Rayner et al. 2019). However, despite the cost of infection being 

certain death, normal-wing singing males persist in Hawaiian populations, at least in part, 

because they are more attractive to females than divergent phenotypes with altered 

songs (Tinghitella et al. 2021). This illustrates an evolutionary challenge for acoustically 

advertising hosts; namely, the host must simultaneously balance the benefits of 

reproduction against the costs of threats to survival (W. Cade 1975). The fluid phenotypic 

makeup of T. oceanicus populations throughout the Hawaiian Islands represents a species 

in evolutionary flux (Tinghitella et al. 2021) – rapidly evolving morphological defence 

strategies which have yet to reach stable frequencies with each other and with normal-

winged males. However, whilst novel morphologies have attracted much attention, the 

potential for the evolution of defences in normal-wing males, that have less impact on 

mating success than novel morphologies, has been largely overlooked (Westwood et al. 

2019).  

 

Male T. oceanicus are nocturnal, singing between dusk and dawn (Westwood et al. in prep 

Chapter 3; (Zuk, Simmons, and Cupp 1993). O. ochracea phonotaxis (i.e., attraction to 

sound) to cricket song is greatest around dusk, presumably because this is when audio, 

and potentially also visual cues, are both available for host seeking (Walker 1993). 

Extensive playback experiments reveal Hawaiian O. ochracea are most responsive to T. 

oceanicus singing around sunset and steadily become less responsive in the hours 

approaching dawn (Fig. 1, adapted from (Kolluru 1999). For example, unlike at dusk, O. 

ochracea is not attracted to broadcast song between the hours of 03:00 HST (approx. 

ZT21) and dawn. Similarly, O. ochracea are most attracted to Gryllus integer calling song 

around dusk, and markedly decrease responsiveness in the hours preceding dawn (W. H. 

Cade, Ciceran, and Murray 1996; William Cade 1979). However, whilst the study by 

Kolluru (1999) is the most extensive, fly phonotaxis rhythms are unresolved (William Cade 

1979; Zuk, Simmons, and Cupp 1993). 
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Figure 1. Reproduced and adapted from (Kolluru 1999). Proportion of Hawaiian O. 

ochracea attracted to synthesized normal-wing T. oceanicus calling song across 28 

broadcast nights. Sunset and sunrise occurred at approximately 19:00 and 06:00 (HST) 

respectively. Gray bars highlight the greatest attraction of  O. ochracea to male cricket 

song in the two hours following sunset.  

 

Given that the risk of parasitism risk is highest during the hours around dusk, avoiding 

singing during this window may enable normal-wing males to evade infection via 

“temporal escape”. Indeed, observations suggest the singing rhythms of normal-wing 

males from the Big Island of Hawaii differ from those of ancestral, unparasitised 

populations (Zuk, Simmons, and Cupp 1993). Here, we test whether the singing rhythm of 

normal-wing male T. oceanicus from Oahu, where there has been intense fly driven 

selection, is consistent with the evolution of a “temporal escape strategy” (Westwood et 

al. 2019). Similar to temporal escape, “temporal segregation” is common in acoustically-
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signalling species (Greenfield 1997). Temporal segregation of songs avoids acoustic 

interference by sympatric heterospecifics, which may affect female recognition of suitable 

mates (or, indeed, a female’s ability to locate mates). For example, crickets of the genus 

Laupala (sympatric species L. cerasina and L. paranigra) exhibit different timing for singing 

(and thus mating) (Danley et al. 2007), and male Neoconocephalus spiza katydids switch 

from nocturnal to diurnal singing patterns when the presence of sympatric congenerics is 

high (Greenfield 1988). Thus, ecological interactions between species are capable of 

shaping singing rhythms.  

 

The extent to which temporal escape from parasitism (and temporal segregation to avoid 

mating interference) can change singing rhythms may depend on how reproductive 

activities are scheduled. We have recently demonstrated that an endogenous circadian 

oscillator schedules singing by male T. oceanicus (Westwood et al. in prep; Chapter 3). 

Namely, singing entrains to a Zeitgeber (light), free-runs under constant conditions with 

~24h periodicity and is temperature compensated over a biologically realistic range of 

temperatures. How timing information from this endogenous oscillator is translated to 

singing activities is unknown, but could be subject to selection, whereas the clock itself 

must maintain accurate time-keeping because it schedules rhythms in many fitness-traits 

(Tomioka 2014). Due to the need for clocks to keep time, in certain circumstances, clocks 

are simply over-ridden; when it is cold and food is scarce, nocturnal rodents cannot afford 

the energetic costs of foraging at night and switch to diurnal activity, which enables them 

to conserve energy by remaining in a warm burrow during the coldest part of the circadian 

cycle (Hut et al. 2011; van der Vinne et al. 2014).   

 

Coming from a largely aseasonal environment, it is unlikely T. oceanicus has required a 

flexible schedule over its evolutionary history. Thus, timing changes are most likely to 

occur by selection changing the relationship between the phase angle of the clock and 

singing. Indeed, our experiments suggest T. oceanicus from Oahu exhibit a condensed 
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singing schedule, singing less during the light part of the circadian cycle and during the 

first part of the night, than males from an ancestral population that has not experienced 

selection by O. ochracea. Encountering a novel parasite (the fly, O. ochracea) is only one 

of many environmental changes T. oceanicus has likely encountered during its 

colonisation of the Hawaiian islands, but our results suggest temporal escape could 

explain what appears to be directional and stabilising selection on circadian control of 

singing rhythms of Hawaiian males.  

 

4.3. Methods 

Animals, rearing and experimental conditions 

Crickets from the Hawaiian island of Oahu were taken from laboratory stock populations 

established in 2012 from females collected in Lai’e, Koolauloa District, in the NE 

Oahu (21°38ʹ55ʺN 157°55ʹ32ʺW; (W. T. Schneider, Rutz, et al. 2018). Rearing conditions 

are described in N. W. Bailey and Macleod 2014 and are the same as those described 

below with only a minor discrepancy (these crickets were housed in 16L plastic boxes). At 

the time of establishment, approximately 50% of males in the population expressed the 

flatwing phenotype, reflecting substantial parasite pressure. For the purpose of this 

experiment, we excluded flatwing males and hereafter, “adult male” refers to the normal-

wing phenotype. T. oceanicus is endemic throughout the Cook Islands, including Mangaia. 

Mangaia crickets were sourced from a colony initiated in 2019 from eggs laid by females 

from populations on Mangaia (kindly donated by Marlene Zuk, University of Minnesota). 

Neither O. ochracea nor the flatwing phenotype have been recorded in Mangaia (Heinen-

Kay et al. 2019).  

 

Colony rearing conditions consisted of groups of ~20 individuals housed in clear 9L plastic 

boxes with egg carton for shelter, ad libitum Burgess™ Excel Junior and Dwarf rabbit 

pellets for food, and water, at 25°C and in a 12h Light:12h Dark (lights-on at 06:00 UTC 

and lights-off at 18:00 UTC; LD), photoschedule. Males were removed from rearing 
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conditions and placed into experimental conditions within three days post-eclosion to 

standardise age and mating status. We individually housed males from Mangaia (n=11) 

and Oahu (n=9) in 9L plastic boxes with food and water as described for rearing conditions. 

Each cricket was kept in its own incubator (Panasonic MIR-154-PE Cooled Incubators or 

LEEC SFC3C R/H Ultrasonic Humidity Cabinets) for the duration of the experiment to 

ensure acoustic-isolation of each male.  

 

Audio recordings  

Following Westwood et al. in prep (Chapter 3), continuous audio recordings were made 

for each individual male using Sony™ ICD-UX560 Digital Voice Recorders equipped with 

Integral™ Micro Secure Digital eXtended Capacity cards) set to a sampling rate of 44.1 kHz 

and a 16-bit resolution (stereo MP3 file format) and connected to an external power 

supply cord. To ensure males did not physically interfere with the recorders, we secured 

them to the inside wall of the box using a strip of VelcroÒ. Once recordings were complete, 

we transferred the audio files to external hard drives (Western Digital 4TB Elements 

Portable Hard Drive – USB 3.0) and subsequently analysed recordings on both a personal 

computer (2017 Apple MacBook Pro using macOS Catalina) and through the University of 

Edinburgh’s high performance compute cluster.  

 

Detecting singing in continuous audio files  

In a process called stridulation, T. oceanicus males rhythmically open and close their 

forewings, rubbing sound-producing structures against each other (i.e., the “file” and the 

“scraper”) and producing their characteristic song (Pfau & Koch 1994). Singing bouts span 

several seconds to minutes (W. T. Schneider, Rutz, et al. 2018) and a bout is comprised of 

a long chirp followed by a series of short chirps with a dominant frequency range of 4-

5kHz (Balakrishnan & Pollack 1996). We first segmented each continuous audio file into 

sequential 60s “clips”. We then extracted 19 audio features (e.g., descriptive statistics of 

the frequency in the 3-6 kHz spectrum; Appendix Chapter 4 Table I) (Sueur, Aubin, & 
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Simonis 2008) which were iteratively pared down to five features which returned a high 

level of accuracy on the training set (Appendix Chapter 4 Table I). Using these, we 

generated a random forest model with >98% accuracy to produce a dataset containing 

to-the-minute resolution of whether or not each cricket sang at any point during each clip, 

for the entirety of the experiment (i.e., ~662,400 minutes continuous audio total) 

(Westwood et al. in prep; Chapter 3). Note, that this model detects whether or not a 

cricket sang for any amount of time during a given 60s audio clip, not how long it was 

singing for during each clip. Thus, each clip for each individual is assigned either a 0 

(singing did not occur at any point during the clip) or a 1 (singing did occur at some point 

during the clip) and we termed this metric “singing minutes”; note, this parameter reflects 

the occurrence rather than the duration of singing throughout clip. For example, for a 

treatment group, a mean value of 0 reflects that no males sang in a given clip, 0.5 indicates 

half of the males sang at least once in that clip, and a value of 1 is returned if all males 

sang during that clip. As well as comparing “singing minute” values between the 

populations we also  calculated “singing prevalence” as the sum of the number of minutes 

during which a given male sang (i.e., total clips when singing = 1) relative to the number 

of minutes throughout a window of interest, or relative to the total number of minutes a 

male sang during its average circadian cycle in a particular photoschedule.  

 

Experimental design  

We made continuous audio recordings whilst each cricket spent multiple days cycling 

through three sequential photoschedules. First, crickets were placed in incubators (Fig. 

2A) held constant at 25°C (+/- 1C) with a photoschedule mirroring rearing conditions (LD) 

for 9 days (Days 0-8 on Fig. 2B). We used this condition to parameterise singing rhythms 

and singing prevalence in entrained conditions. Second, we reversed the photoschedule 

at ZT0 (DL) on day 9 for 6 days (Days 9-14 on Fig. 2B) to verify that singing entrains (i.e., 

its timing becomes aligned) to the timing of the new light:dark cycle. Third, we released 

the males into free-running conditions (constant darkness; DD) at ZT0  on day 15 for 8 
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days (Days 15-22 on Fig. 2B) to parameterise singing rhythms and singing prevalence in 

constant conditions. The focus of the DL and DD regimes were to probe circadian clock 

control of singing rhythms across the populations (Pittendrigh 1960). Males were 

recorded for longer during the initial LD photoschedule than in DL and DD to allow for 

initial acclimation to incubator conditions following rearing conditions.  

 

We predicted that, compared to males from Mangaia (the ancestral population), males 

from Oahu should avoid singing during the daily window when infection risk is highest; 

which certainly includes dusk (Kolluru 1999) and may also include dawn (Zuk, Simmons, 

and Cupp 1993). If males from Oahu exhibit a symmetrically condensed singing window, 

we do not expect the timing of peak singing to differ to the peak for males from Mangaia, 

but if Oahu males avoid either dawn or dusk, then their peak of singing may be earlier or 

later (respectively) than Mangaia males. We also expected that a restricted singing 

window for Oahu males might result in singing occurring during a smaller number of hours 

throughout the circadian cycle (i.e. a lower overall singing prevalence) compared to males 

from Mangaia. Because males from both populations experience the same 24h 

photoschedule in the wild, we did not expect the duration (period) of singing rhythms to 

vary between the populations in LD entrained conditions, but their free-running periods 

in constant conditions could differ. If any population differences in the characteristics of 

singing rhythms are underpinned by endogenous circadian clocks, we expected to 

observe the same qualitative patterns in both entrained (LD) and constant (DD) conditions 

and a gradual inversion of rhythms over several days when the photoschedule switches 

from LD to DL. 
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Figure 2. A. Individual males were housed in clear plastic boxes with shelter and 

food/water ad libitum and placed into separate incubators for recordings. Audio recorders 

were adhered to the inside of each box and collected continuous recordings for the 

duration of the experiment. B. Continuous audio recordings were made for males from 

the Oahu and Mangaia populations throughout several circadian cycles of exposure to the 

following photoschedules: LD (white and black bar), DL (black and white bar), free-running 

conditions (DD; black and grey bar) where black represents subjective night and grey 

represents subjective day.  

 

Statistical and circadian analysis 

Prior to analyses, data from all individuals for the first 48h after entering the experiment 

were removed from analyses to allow for incubator acclimation, and data for the first 48h 

after the transition to DD were removed to account for transient cycles (i.e., the time it 

takes an overt rhythm to reach a stable phase relationship with the central clock; (W. Cade 

1975). We used all data from the remaining circadian cycles of each time series in LD and 

DD to estimate the characteristics of the singing rhythm for each male over an average 

circadian cycle. The characteristics of entrained singing rhythms were estimated from LD 

rather than DL data because there were too few circadian cycles in DL following 

entrainment to accurately estimate parameters. One individual died on day 14 (during DL) 

for the Mangaia population and one on day 21 (during DD) for the Oahu population. 
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Neither individual exhibited unusual rhythms prior to death so were retained in the 

dataset until death. Another individual from the Oahu population did not sing for the 

entirety of its recording from all photoschedules, and so was excluded from the data set.  

 

Estimating period, rhythm parameters, and variation 

Derivation of phase markers (onset, peak, and offset) were obtained using ClockLab 

software (ActiMetrics, Wilmette, IL, USA), and all other circadian analyses in R were 

performed using the Rethomics workflow (Geissmann et al. 2019). We calculated the 

entrained period for each male during the LD photoschedule, and their free-running 

period (FRP) during constant conditions (DD) using chi-square periodogram analyses. The 

significance threshold was set to p<0.05 and the most significant period estimates for 

each male in each condition were used for analyses.  

 

Three males from the Mangaia population were excluded (2 from the LD and 1 from the 

DD periodogram analyses) because their data did not return a significant period estimate 

(see Appendix Chapter 4 Figures I-II for individual periodograms for each photoschedule). 

Not every individual sang every day to a degree in which phase markers were detectable; 

these individuals were retained in the dataset, and phase markers were calculated only 

for those days in which they could be confidently estimated. Mean phase markers were 

calculated for photoschedules and populations via circular means, and individual variation 

in phase markers was estimated via angular variances (Vm) (Jammalamadaka & Sengupta 

2001). 

 

Singing during different parts of the circadian cycle  

As well as comparing timing parameters between populations we further characterise 

singing rhythms by testing whether singing prevalence varies during the light versus dark 

phase of the circadian cycle. Assigning singing to light or dark is straightforward in 

entrained conditions but more complex in free-running conditions. To make analogous 
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comparisons for singing in subjective “light” and “dark” phases we estimated the 

subjective “lights-on” and “lights-off” for each male by applying its free running period to 

the timing of lights-on and lights-off based on the previously experienced DL 

photoschedule. For example, because constant darkness began at ZT0 (on day 15), we 

estimated that subjective “lights-off” during “day 15” occurs after the half of a males’ FRP, 

and subjective  “lights-on” on “day 15+1” occurs after a full FRP, then the next subjective 

“lights off” occurs half the FRP following subjective “lights-on”, etc (calculations for 

determining subjective dusk and dawn can be found in Appendix Chapter 4 Equation I).  

 

Further, to investigate population differences in singing prevalence during different parts 

of the night, we quantified singing during the first two hours after lights-off  as a proxy for 

“dusk” (ZT12-13) or before lights-on as a proxy for “dawn” (ZT22-23), and during a proxy 

for the darkest part of the night (“darkest”; ZT14-21) for LD entrained conditions. Again, 

we repeated this for free-running conditions (using timing relative to subjective “lights-

off” and “lights-on”) to probe for clock control of these patterns. Multiple circadian cycles 

within each photoschedule are condensed to generate an average circadian cycle for each 

photoschedule by determining their circular means.  

 

Modelling  

We used R v1.1.463 (R Core Team 2020) for all analyses except for the workflow 

(Geissmann et al. 2019). We compared period estimates, singing minutes, singing 

prevalence, and rhythm parameters, across populations and photoschedules separately 

by comparing competing models. To compare singing prevalence between populations 

and photoschedules we employed a Kruskal-Wallis test (Kruskal & Wallis 1952). 

Generalised linear mixed models were compared using the “Akaike information criterion 

- corrected” (Hurvich & Tsai 1993). AICc was used to avoid overfitting due to small sample 

sizes, and a change in 2 AICc (DAICc=2) was chosen to distinguish between models. Effects 

of photoschedule and population were modelled using Poisson error family, and to 
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control for variation between males in singing prevalence across the circadian cycle, we 

apply a log-transformed "offset" term to each model (note - this is distinct from circadian 

offsets) and fit “ID” and “observation” as a random effect to account for overdispersion. 

To account for circular data, phase markers (onset, peak, and offset) were modelled via 

Bayesian projected normal circular regression and compared using the “Watanabe-Akaike 

information criterion” (Watanabe and Opper 2010) with a DWAIC=2 selected to 

distinguish between models. 

 

4.4. Results 

Singing rhythms in both populations are consistent with circadian control 

Visual inspection of double-plotted actograms of singing rhythms throughout the 

experiment (Fig. 3), verify nocturnality for singing rhythms in both Oahu and Mangaia 

males. Specifically, following photoschedule-reversal from LD to DL (red arrow), singing 

entrains, and following release into free-running conditions from DL to DD (blue arrow), 

singing rhythms persist but with a phase delay (i.e., the onset and offset of the rhythm are 

delayed each day; Fig. 3).  

 

 

Figure 3. Average-double plotted actograms for each population, A. Mangaia and B. Oahu. 

The y-axis follows the duration of the experiment from top to bottom, and the x-axis 
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denotes time of day. The legend on the right indicates the mean number of individuals 

that sang (1) or not (0) during a given minute (0-1; “Singing”). For example, a value of 0.5 

indicates half of all individuals in that population were scored as “singing” for that minute. 

White and black bars on top of each plot indicate the initial LD photoschedule, with the 

first 48h removed (i.e., days 0 and 1) for acclimation to experimental conditions, 

photoschedule -reversal (DL; red arrows) occurred at ZT0 on day 9 (red arrows), and free-

running conditions (DD) began at ZT0 on day 15 (blue arrows).  

 

A clock-controlled rhythm exhibits a duration close to ~24h in entraining light-dark 

schedules as well as a duration within a few hours of 24h when free running in constant 

conditions. Thus, we estimated period during entrained (LD) and free-running (DD) 

conditions (Table 1, Fig. 4).  

 

Photoschedule  Population Period Estimate 

LD 
Mangaia 24.1 ± 0.17 

Oahu 24.0 ± 0.011 

DD 
Mangaia 24.8 ± 0.76 

Oahu 24.9 ± 0.33 

 

Table 1. Chi-square period estimates (“Period Estimate”, mean ± S.E. in hours) for both 

populations (“Population”) in entraining and free running conditions (LD and DD).  

 

As expected, photoschedule drove differences between the observed period (ΔAICc = 0; 

Table 2). Namely, the FRP was on average, ~44min (i.e. 0.735h, 95% C.I. [0.397, 1.43]) and 

~56min (i.e. 0.938h, 95% C.I. [0.688; 1.15) longer for Mangaia and Oahu males, 

respectively, than their entrained periods (Table 1). Furthermore, the addition of 

“population” to the model including only “photoschedule” decreased model fit (ΔAICc = 

2.55) and the addition of the interaction further reduced fit (ΔAICc = 4.85). Thus, 

population differences are unlikely to contribute any biologically relevant variation in 
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entrained and free-running periods. Taken together, the actograms (Fig. 3) and period 

estimates indicate clock control of singing in both populations supporting Westwood et 

al. (in prep; Chapter 3).  

 

Model description: Period estimate ~  df log(L) AICc ΔAICc AICc w 
Photoschedule  3 -17.87 42.57 0.00 0.73 
Photoschedule + population 4 -17.84 45.12 2.55 0.20 
Photoschedule *population 5 -17.60 47.42 4.85 0.06 
Null 2 -29.35 63.10 20.53 0.00 
Population 3 -29.31 65.45 22.88 0.00 

 

Table 2. Degrees of freedom (df), log-Likelihood (log(L)), AICc, ΔAICc (AICcmodel – AICcmin 

model), and AICc w (AICc weight) for each linear model ordered in descending fit (best-

fitting model at the top and models competitive with the best are bolded and italicized). 

The response variable for each model is “period estimate”, “photoschedule” corresponds 

to 12L:12D (entrained) or 12D:12D (free-running), and “population” refers to the Oahu 

and Mangaia populations.  
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Figure 4. Cumming estimation plot for the entrained (LD) and free-running (DD) period 

estimates for each population (Mangaia and Oahu; x-axis, top row). On the top row, points 

represent individuals and are coloured by population (Mangaia=blue-green, Oahu=dark 

orange), and the mean ± S.D. is displayed as the vertical line with the gap indicating the 

mean. On the bottom row, the unpaired mean differences in period (or, FRP) for each 

population are shown. The black dots indicate the unpaired mean differences (“Unpaired 

mean difference”, y-axis), and the 95% C.I. computed through bootstrap resampling is 

displayed as the grey graded sampling distribution.  

 

Singing prevalence varies between populations 

Oahu males sang at least once per minute for a total of ~ 9h 40m during an average 

circadian cycle in the entrained (LD) photoschedule and singing prevalence increased to 

~10h 10m per cycle when free-running (in DD). In contrast, Mangaia males sang at least 

once per minute for ~5h during an average entrained circadian cycle, which increased to 

~7h 55m per cycle when free-running. Note, that singing prevalence reflects how often, 

not necessarily how much, males sang. For example, given the different singing 
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prevalences observed in LD, overall singing effort during a circadian cycle could be equal 

if Mangaia males sing during approximately 10-fold more seconds per clip than Oahu 

males (i.e. if Oahu males sing for ~5s per clip and Mangaia males for ~50s). 

 

The population estimates for singing prevalence suggest that during LD, Oahu males sang 

during almost twice as many minutes as Mangaia males, however, this was less 

pronounced during DD where Oahu males sang only 1.25-fold more often than Mangaia 

males. This difference was driven by a non-significant trend for Mangaia males to sing 

more during DD (mean entrained singing = 4.17 ± 4.27 S.D. and mean free-running singing 

= 5.63 ± 4.38 S.D.; Kruskal-Wallis chi-squared = 1.60, df = 1, p-value = 0.205; Fig. 5). Oahu 

males maintained the same level of singing in both photoschedules (Kruskal-Wallis chi-

squared = 0.011029, df = 1, p-value = 0.916). However, despite mean singing prevalence 

per circadian cycle differing between the populations by several hours in both entrained 

and free-running conditions, these differences returned borderline statistical significance 

(unpaired mean difference for LD = 4.16 hours, 95% C.I.  [-0.035, 8.02]; unpaired mean 

difference for DD = 2.86 hours, 95% C.I. [-0.495, 5.69]; Fig. 5).  
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Figure 5. Cumming estimation plot for “Singing prevalence” (y-axis, top row) under 

entrained (LD) and free-running (DD) photoschedules for each population (“Mangaia” and 

“Oahu”; x-axis, top row). Singing prevalence is recorded as the number of hours within an 

average 24h cycle during which singing was recorded for each male. On the top row, 

points represent individuals and are coloured by population (Mangaia=blue-green, 

Oahu=dark orange), and the mean ± S.D. is displayed as the vertical line with the gap 

indicating the mean. On the bottom row, the “Unpaired mean difference” in “Singing 

prevalence” between populations for each photoschedule are shown (black dots). The 

black dots indicate the “unpaired mean difference” (y-axis), and the 95% C.I. computed 

through bootstrap resampling is displayed as the grey graded sampling distribution.  

 

Singing schedule is driven by phase and may vary between populations in DD 

Due to the strong trend for Oahu males to sing throughout more of the circadian cycle 

than Mangaia males, all subsequent analyses control for variation in singing prevalence 

exhibited by each male and so, we compare relative levels of singing across different times 

of day, within and between populations.  To begin characterizing the singing schedule of 

each population we tested whether singing during the light and dark phases of the 

circadian cycle in entrained and free-running conditions differed. The best fit model for 

both photoschedules included only phase (ΔAICc = 0.00 each; Table 3) but the model 

including the interaction of phase and population was competitive under free-running 

conditions (ΔAICc = 1.81; Table 3). We find that while males in both populations sang less 

in the light (/subjective “light”) than the dark (/subjective “dark”) phases, this difference 

was much more apparent in entrained versus free-running conditions (55- and 4-fold 

fewer singing minutes in the light/subjective “light”, respectively; Fig. 6). Furthermore, 

while singing levels in the dark and subjective “dark” phases vary little between 

populations and photoschedules, singing levels in the light and subjective “light” phases 

trend towards Mangaia increasing singing relatively more (3.6-fold) than Oahu (2.8-fold) 
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males (log(marginal mean difference) Mangaia-Oahu = 0.75  ± 0. 0.37 S.E., p =0.1005; Fig. 

6).  

 

Response  Covariates df log(L) AICc ΔAICc AICc w 

Entrained 
singing (LD) ~  

Phase 4 -266.24 546.9 0.00 0.75 
Population+phase 5 -266.23 544.34 2.66 0.20 
Population*phase 6 -266.22 547.16 5.47 0.05 
Null 3 -344.25 694.95 153.27 0.00 
Population 4 -344.25 697.27 155.58 0.00 

Free-running 
singing (DD) ~ 

Phase 4 -268.78 546.94 0.00 0.60 
Population*phase 6 -266.82 548.74 1.81 0.24 
Population+phase 5 -268.71 549.55 2.62 0.16 
Null 3 -395.97 798.46 251.53 0.00 
Population 4 -395.84 800.56 253.63 0.00 

 

Table 3. Degrees of freedom (df), log-Likelihood (log(L)), AICc, ΔAICc (AICcmodel – AICcmin 

model), and AICc w (AICc weight) for each generalized linear model ordered in descending 

fit (best-fitting model at the top and models competitive with the best are bolded and 

italicized). The response variable for each model is “singing”, “phase” corresponds to 

either the “light” or “dark” phase, and “population” refers to Oahu or Mangaia.  
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Figure 6. Model estimated marginal means of the log-transformed singing during the A. 

entrained and B. free-running photoschedule. Phase is shown on the x-axes, colours 

indicate population (Mangaia=blue-green, Oahu=dark orange) and vertical lines are S.E. 

 

Singing levels during different parts of the night 

Given that most singing occurs during the dark phase and risk of infection by O. ochracea 

is likely to be highest around dusk and lowest around dawn (Kolluru 1999), we next 

compared whether the populations exhibit different levels of singing during different 

parts of the night (Fig. 7). 

 

 

 

Figure 7. Bar plot showing the mean ± S.E. proportion of time singing during each hour 

for an average circadian cycle under A. entrained (time shown in Zeitgeber time, ZT; x-

axis) and B. free-running conditions (time shown in circadian time, CT; x-axis). Colours in 

the legend indicate population (Mangaia=blue-green, Oahu=dark orange). The first set of 

red dashed lines surround the two ZT hours approximating “dusk” (ZT12-13; the first two 

hours of lights-off), the second set of red dashed lines surround the two ZT hours 

approximating “dawn” (ZT22-23; the last two hours of lights-off), and the space between 

(from “dusk” until “dawn”) represent the “darkest” hours of the night (ZT14-21). Prior to 

release into DD, males were entrained to DL, and so rhythms in DD appear reversed to 
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those whilst entrained to LD.  

 

We tested whether singing differed between the populations during different parts of the 

night (using our proxies for dusk, darkest part of the night, and dawn; “bin” in Table 4; Fig. 

8). In entrained conditions, the model containing the interaction between “population” 

and “bin” was the best fit (ΔAICc = 0.00; Table 4). We found that while males from 

Mangaia undertake 85.2% of their singing during the dark phase, Oahu males undertake 

relatively more (90.8%) (Fig. 8B). Specifically, Mangaia males sang 2.41-fold (or 4.5%) 

more at “dusk” compared to Oahu males, though this was of borderline statistical 

significance (log(marginal mean difference) Mangaia-Oahu = 0.876 ± 0.459 S.E.,  p = 0.058; 

Fig. 8A-B). In contrast, this pattern reversed during the “darkest” hours, during which 

Oahu males sang 1.9-fold (or 7%) more than Mangaia males (log(marginal mean 

difference) Mangaia-Oahu = -0.661 ± 0.273 S.E.,  p=0.016; Fig. 8A-B). Finally, during 

“dawn”, although there was a 3% difference between population singing prevalences, this 

was not significant (log(marginal mean difference) Mangaia-Oahu = -0.515 ± 0.446 S.E.,  

p=0.250; Fig. 8A).  

 

Under free-running conditions, the model containing only “bin” was the most 

parsimonious and best fit, and while the model with both “bin” and “population” as main 

effects was competitive (ΔAICc = 1.51; Table 4), it was 36% less likely to be the best 

approximating model (AICc w= 0.31 compared to AICc w= 0.67 for the full model; Table 

4). Accordingly, post hoc comparisons reveal both populations sang in approximately the 

same manner across subjective “dusk”, “darkest”, and “dawn” whilst free-running (“dusk” 

log(marginal mean difference) Mangaia - Oahu = -0.21 ± 0.80 S.E.,  p = 0.787; “darkest” 

log(marginal mean difference) Mangaia - Oahu = -0.52 ± 0.73 S.E., p = 0.482; “dawn” 

log(marginal mean difference) Mangaia - Oahu =  -0.582 ± 0.74 S.E., p = 0.434). Thus, while 

population may help to explain a small but non-significant amount of variation, the main 

driver of variation in singing across the dark phase under free-running conditions is “bin”.  
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Response Covariates  df log(L) AICc ΔAICc AICc w 

Dark phase 
singing during 
LD ~ 

Bin*population 8 -1346.06 2708.78 0.00 0.93 
Bin+population 6 -1351.32 2715.03 6.25 0.04 
Bin 5 -1352.56 2715.39 6.61 0.03 
Population 4 -1359.86 2727.90 19.12 0.00 
Null 3 -1361.14 2728.39 19.62 0.00 

Subjective 
“dark” phase 
singing during 
DD ~ 

Bin 5 -349.86 711.06 0.00 0.67 
Bin+population 6 -349.33 712.57 1.51 0.31 
Bin*population 8 -349.27 717.96 6.90 0.02 
Null 3 -373.46 753.44 42.38 0.00 
Population 4 -373.22 755.31 44.26 0.00 

 

Table 4. Degrees of freedom (df), log-Likelihood (log(L)), AICc, ΔAICc (AICcmodel – AICcmin 

model), and AICc w (AICc weight) for each generalized linear model ordered in descending 

fit (best-fitting model at the top and models competitive with the best are bolded and 

italicized). The response variable for each model is the time spent singing during the dark 

(or subjective “dark”) phase for entrained and free-running conditions, respectively. 

Covariates are “bin” (i.e., for LD: “dusk” (ZT12-13), “darkest part of the night” (i.e., 

“darkest”, ZT14-21), or “dawn” (ZT22-23); and the subjective/free-running equivalents 

calculated for each male), and “population” refers to Oahu or Mangaia.  
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Figure 8.  A. Model estimated marginal means of the log-transformed dark phase singing 

during LD, B. distribution of singing prevalence during the night for an average circadian 

cycle in LD, and C. model estimated marginal means of the subjective log-transformed 

“dark” phase singing during DD. Data are binned into three groups: “dusk” (ZT12-13), 

“darkest” (ZT14-21), and “dawn” (ZT22-23), or the free-running/subjective equivalents. 

Colours indicate population (Mangaia=blue-green, Oahu=dark orange) and vertical lines 

are S.E. 

 

Phase markers for singing rhythms  

Thus far we have tested for temporal escape by asking whether Oahu males sing less at 

“dusk” and more during the “darkest” part of the night than Mangaia males, and whether 

this results in different allocation to singing at “dawn”. We now test whether parameters 

(“phase markers”) that formally characterize the circadian rhythms of each population 
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follow suit, in both entrained (LD) and free running conditions (DD). Specifically, we 

compared the onset, peak, and offset during entrained and free-running conditions (in ZT 

or CT, respectively) by modelling each phase marker as a response of photoschedule and 

population.  

 

While the best fitting and most parsimonious model for onset included only “population” 

(ΔWAIC=0, Table 5), the HPD for the mean difference between populations contained 

zero and so onset is unlikely to significantly vary between populations. Indeed, onset 

occurred around ~ZT/CT14 for both populations, regardless of photoschedule (Table 6). 

Concerning peak, the best fitting and most parsimonious model contained both 

photoschedule and population (ΔWAIC=0, Table 5), though the HPD for the mean 

difference between populations contained zero, indicating that while population may 

explain minor variation in peak, this effect is largely driven by photoschedule. Specifically, 

while singing peaks at ~ZT19 when entrained, it becomes phase delayed until ~CT20 

during free running conditions (Table 6). Finally, the model containing the photoschedule 

by population interaction was both the best fitting and most parsimonious model of offset 

(ΔWAIC=0, Table 5). Offset occurs ~2 hours apart between the populations (at approx. 

ZT22.3 and ZT24/0 for males from Mangaia and Oahu respectively) under entrained 

conditions, but becomes more similar in free running conditions, occurring around CT1.3. 

Specifically, offset is delayed by ~2h 45m for males from Mangaia under free-running 

conditions, but only by 1h 23m for males from Oahu (Table 6). Thus, while onset remains 

robust across both populations regardless of entrainment or free-running conditions, 

both peak and offset experience a delay in free-running conditions but only offset differs 

between the populations (delaying relatively more in DD for Mangaia versus Oahu males).  

 

We also characterised variation around the circular mean of each phase marker. Whilst 

entrained, onset is equally variable amongst populations (Vm = 0.6 and 0.65 for Mangaia 

and Oahu, respectively; Table 6) though while free-running the onset for Mangaia is 3.3-
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fold more variable than for Oahu. Peak is twice as variable for Mangaia whilst entrained 

and 5.3-fold as variable during free-running conditions (Table 6). Similarly, offset is 3.8- 

and 6.7-fold more variable for Mangaia than Oahu during entrained and free-running 

conditions, respectively (Table 6). Thus, excluding onset whilst entrained, Mangaia males 

exhibit greater variation for all phase markers throughout both photoschedules than 

Oahu males (Table 6).  

 

Response~ Covariates pWAIC lppd WAIC ΔWAIC WAIC w 

Onset 

Population 4.06 -299.92 607.97 0.00 0.41 

Photoschedule+population 6.23 -298.17 608.80 0.83 0.27 

Photoschedule*population 8.33 -296.63 609.91 1.93 0.15 

Null 2.02 -303.34 610.72 2.75 0.10 

Photoschedule 4.13 -301.62 611.50 3.53 0.07 

Peak 

Photoschedule+population 5.88 -258.65 529.05 0.00 0.82 

Photoschedule*population 7.94 -258.22 532.32 3.27 0.16 

Population 4.00 -264.21 536.42 7.37 0.02 

Photoschedule 3.87 -266.11 539.97 10.92 0.00 

Null 1.98 -271.31 546.58 17.53 0.00 

Offset 

Photoschedule*population 10.07 -238.21 496.57 0.00 0.76 

Photoschedule+population 7.02 -242.40 498.83 2.26 0.24 

Photoschedule 4.79 -259.30 528.17 31.60 0.00 

Population 4.52 -260.13 529.31 32.73 0.00 

Null 2.24 -274.44 553.36 56.79 0.00 

 

Table 5. WAIC, estimated number of parameters (pWAIC), ΔWAIC (WAICmodel – WAICmin 

model), log pointwise predictive density (lppd) and WAIC w (WAIC weight) for Bayesian 

projected normal models of the phase markers (“Response” = “onset”, “peak”, or “offset”) 

ordered in descending fit (best-fitting model at the top and models competitive with the 

best are bolded and italicized). Covariates are “photoschedule” (12L:12D or 12D:12L) and 

“population” (“Mangaia” or “Oahu”).  
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Photoschedule Population Onset Peak Offset 

Vm 

Onset 

Vm 

Peak 

Vm 

Offset 

12L:12D 
 

Mangaia  14.28 ± 3.23 18.41±2.56 22.35 ± 3.8 0.65 0.51 0.57 

Oahu 13.43 ± 3.14 19.14 ± 2.1 0.6 ± 1.53 0.60 0.26 0.15 

12D:12D 
 

Mangaia  14.60 ± 3.55 20.00±3.42 1.20 ± 3.52 1.40 1.16 1.27 

Oahu 14.50 ± 2.33 20.1 ± 2.26 1.40 ± 224 0.43 0.22 0.19 

 

Table 6. Phase markers (onset, peak, and offset; mean ZT ± S.D. rounded to the nearest 

minute) and angular variance (Vm onset, peak, and offset) for each population (Mangaia and 

Oahu) grouped by photoschedule. Times refer to Zeitgeber Time (“ZT”) in LD and clock 

time (“CT”) in DD.  

 

4.5. Discussion 

Here we ask whether a population of crickets (normal-wing T. oceanicus males from the 

Hawaiian Island of Oahu) has evolved altered timing of singing as a strategy for evading 

the parasitoid fly, O. ochracea. We predicted that having experienced strong selection to 

evade a lethal infection, males from Oahu are less likely to sing during the time-of-day the 

fly is most phonotactic (i.e., dusk; (Kolluru 1999; W. H. Cade, Ciceran, and Murray 1996) 

than males from an ancestral unparasitised population (Mangaia). Whilst some of our 

analyses may suffer from being underpowered due to using conservative metrics for 

quantifying singing and low sample sizes, the significant effects and borderline trends we 

uncover suggest that differences between the populations are consistent with temporal 

escape shaping the singing rhythm of Oahu males.  

 

We first characterized the singing rhythms of both populations and found them to be 

strongly nocturnal with 85-90% of singing occurring during the dark phase of the circadian 

cycle (Fig. 6).  Singing rhythms entrain following a phase shift (Fig. 3) and free-run in 

constant conditions with a period ~1h longer than in entrained conditions, indicative of 
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clock control (Fig. 4) consistent with Westwood et al. in prep (Chapter 3). Next, we 

compared how often males sing during different parts of the circadian cycle controlling 

for the approximately double singing minutes of Oahu compared to Mangaia males (Fig. 

5). We find trends for the populations under ecologically realistic conditions (i.e., when 

entrained) to differ in manners consistent with temporal escape including: (i) during our 

proxy for dusk, Oahu males sing ~2.5-fold less often, which equates to ~5% less of their 

daily singing, than Mangaia males, and (ii) Oahu males undertake 7% more of their singing 

during the darkest part of night. However, these differences in timing appear too subtle 

to manifest in the parameters (onset, peak, offset) that characterize the waveforms of 

circadian rhythms. This may be explained by the temporal organisation of singing within 

the dark phase being less constrained than core properties of circadian rhythms. 

Additionally, the quantification of circadian parameters assumes a symmetrical wave 

form, which does not appear to be the case for T. oceanicus singing rhythms (Fig. 7) and 

is unlikely to be the case for many biological rhythms. Considering this, we argue our 

approach compartmentalizing and comparing different “bins” of time throughout the 

“night” is a more nuanced and accurate means of testing for temporal escape than by 

comparing phase markers derived from a symmetrical wave form.   

 

Our results also hint at stricter scheduling of singing in Oahu males: (i) while the free-

running period of >24h results in more singing by males in constant than entrained 

conditions, there is a trend for this to be exacerbated for males from Mangaia (Fig. 5); (ii) 

the allocation of singing to light and dark phases by Oahu males is similar to their 

allocation when free-running, unlike Mangaia males who sing 1.2-fold more in subjective 

light than Oahu males; (iii) all but one metric characterizing the wave form of the singing 

rhythm is more variable for Mangaia males; ~2-4-fold and ~3-7-fold higher for entrained 

and free-running rhythms, respectively. Further work is required to determine whether 

greater variation in the rhythms of males from Mangaia could reflect strong stabilizing 



 94 

selection in response to fly driven selection and/or could simply due to a loss of genetic 

variation in the population bottleneck during colonization of Hawaii.  

 

While our results suggest that Oahu males have shifted the temporal allocation of singing 

during the night, we did not find strong evidence of their singing window being condensed 

into the darkest part of the night. This may be due to multiple factors, including the timing 

of fly activity and whether the fly is phonotactic throughout the entirety of its active 

phase. For example, studies examining O. ochracea phonotaxis to host species across their 

geographic range have resulted in inconsistent findings over successive years. While 

Kolluru (1999) and Cade (1996) both found that O. ochracea phonotaxis is limited to dusk, 

with decreasing attraction approaching dawn and no attraction at all during the daytime, 

another study found phonotaxis to be greatest at dawn, though this was limited to one 

night’s observations (William Cade 1979). Other findings focussed on the temporal 

organisation of male singing in parasitised and unparasitised populations suggest the fly 

is most active at both dusk and dawn (Zuk, Simmons, and Cupp 1993). Which factors drive 

the daily partitioning of fly activity and phonotaxis remains unclear (Cade 1975), though 

one possibility is it must temporally decouple rhythmic behaviours, such as foraging for 

food, seeking hosts, and finding mates. For example, adult Tachinid flies feed on the 

nectar of flowering plants, and many attractive qualities of flowering plants are circadian 

(Overland 1960; Matile 2006; Yon et al. 2016). If O. ochracea feed on a rhythmically 

available/attractive food source, gravid females may need to temporally de-couple 

foraging for hosts and foraging for food. While questions remain about whether an active 

fly is always phonotactic, the most robust prediction is that dusk and early part of the 

night poses the greatest risk of infection to male T. oceanicus, which may explain why we 

find the singing levels of both populations are most similar at dawn.  

 

If temporal escape has selected for the differences between the singing rhythm of Oahu 

versus Mangaia males, the shifts are modest. Changes to the onset/peak/offset of the 
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singing window may be constrained because of the complexity and interconnectedness 

of the host circadian system. Specifically, because circadian rhythms govern so many 

behaviours and physiologies, a shift in one rhythmic behaviour may be hard to achieve 

without a concurrent shift in the timing of other rhythms. We found that onset was the 

most robust phase marker across populations and photoschedules. One reason for this 

may be that the onset of singing is tightly linked to other intrinsic or extrinsic rhythms. For 

instance, if spermatophore formation precedes the onset of singing by a fixed amount of 

time (such as in T. commodus; (Werner Loher 1974) a phase delay in the onset of singing 

may be difficult or impossible without an accompanied shift in the onset of 

spermatophore formation. Similarly, the activity rhythms of females (Loher and Orsak 

1985) may constrain the singing schedule. If females are not receptive to male signals 

outside of the typical timeframe for their species, then condensing singing within a narrow 

window within the typical timeframe is a better strategy than shifting singing to a novel 

time of day. Our finding that peak and offset are relatively more flexible than onset may 

be a product of the advantage of being able to either increase or decrease levels of singing 

dependent upon variability in individual condition. For example, hungry/poor condition 

males may need to spend more time foraging for food and less time singing. Future 

directions for probing differences in clock control of singing between populations could 

include examining phase response curves (i.e., to elucidate which times of the circadian 

cycle singing is most sensitive to light) and/or to ramp light intensity up and down to mimic 

dusk and dawn to better reflect natural environmental lighting conditions, as well 

characterising rhythms in mate seeking by females and exploring whether sexual 

antagonism constrains the schedule of singing by males. 

 

An unexpected finding was that Oahu males sing during approximately twice as many 

minutes throughout the circadian cycle as Mangaia males. However, as previously noted, 

this does not necessarily mean that Oahu males sang twice as much as Mangaia males. 

The “singing minute” metric we employ only informs whether a male sang at all during a 
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given minute. As such, singing may be equal between populations if Oahu males favour 

short singing bouts and Mangaia males favour relatively longer singing bouts. 

Recalibrating our methods to classify singing in shorter increments (e.g., whether or not 

a cricket sings in a 10s clip instead of a 1min clip) or re-training the model to differentiate 

between different lengths of singing in a given clip could help to elucidate population 

differences in singing effort. Previous work has shown that parasitised populations 

generally sing less than unparasitized populations, and that like female crickets, O. 

ochracea favours longer singing bouts (Zuk, Rotenberry, & Simmons 1998; Wagner 1996). 

Thus, if Oahu males favour shorter singing bouts they will be less attractive to female 

crickets but this cost may be offset by the overall reduction in the number of singing males 

in a parasitised population causing females to be less choosy. Furthermore, unless O. 

ochracea has other host species in the Hawaiian Islands, it faces selection to cope with 

the potentially altered schedule and duration of song bouts of its hosts, raising the 

possibility of coevolution of rhythms in host and parasitoid. A better understanding of the 

links between the characteristics of song bouts of Oahu males, what kind of song attracts 

female crickets and O. ochracea, and what time of day each are most receptive is now 

warranted.  

 

Taken together, our results reveal differences between the temporal organisation of 

singing between the Oahu and Mangaia populations that are consistent with temporal 

escape. Whether these differences do constitute temporal escape requires a closer 

examination that considers whether differences in other aspects of habitat between the 

Hawaiian and Cook Islands and/or the process of colonisation (e.g. consequences of 

bottlenecks) of Hawaii could generate temporal shifts in the same directions. For example, 

extending this approach to include populations from other Hawaiian Islands with varying 

levels of parasite pressure could help elucidate if a gradient of selection has resulted in a 

gradient of temporal escape (and reveal how this is balanced against other external 

pressures, such as e.g. greater attraction of female crickets to males which sing earlier; 
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Orsak 1988). Accounting for variation in the chronology of O. ochracea introduction may 

also be informative because contrary to our findings, Kolluru (1999) found singing in male 

T. oceanicus peaked at dusk, which also coincided with peak fly phonotaxis, and Zuk (1993) 

suggests fly phonotaxis occurs at both dusk and dawn. Both experiments were performed 

on the Big Island of Hawaii over two decades ago, and a hallmark of this species is rapid 

evolution, particularly in response to parasitism by O. ochracea (Tinghitella 2008). Thus, 

our findings may indicate the evolution of a shift in circadian singing rhythms which has 

occurred only recently. Overall, we find that while most studies concerning the T. 

oceanicus – O. ochracea system in Hawaii have focussed on signal loss or variation due to 

changing morphology, our findings suggest evasion strategies may be more diverse.  
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5. Chapter 5: Testing possible causes of gametocyte reduction in temporally out-of-synch 

malaria infections 

 

This work has been published as: 

 

Westwood, Mary L., et al. "Testing possible causes of gametocyte reduction in 

temporally out-of-synch malaria infections." Malaria journal 19.1 (2020): 1-10. 

 

5.1. Abstract 

The intraerythrocytic development cycle (IDC) of the rodent malaria Plasmodium 

chabaudi is coordinated with host circadian rhythms. When this coordination is disrupted, 

parasites suffer a 50% reduction in both asexual stages and sexual stage gametocytes over 

the acute phase of infection. Reduced gametocyte density may not simply follow from a 

loss of asexuals because investment into gametocytes (“conversion rate”) is a plastic trait; 

furthermore, the densities of both asexuals and gametocytes are highly dynamic during 

infection. Hence, the reasons for the reduction of gametocytes in infections that are out-

of-synch with host circadian rhythms remain unclear. Here, two explanations are tested: 

first, whether out-of-synch parasites reduce their conversion rate to prioritise asexual 

replication via reproductive restraint; second, whether out-of-synch gametocytes 

experience elevated clearance by the host’s circadian immune responses. First, 

conversion rate data were analysed from a previous experiment comparing infections of 

P. chabaudi that were in-synch or 12 hours out-of-synch with host circadian rhythms. 

Second, three new experiments examined whether the inflammatory cytokine TNF-a 
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varies in its gametocytocidal efficacy according to host time-of-day and gametocyte age. 

There was no evidence that parasites reduce conversion or that their gametocytes 

become more vulnerable to TNF-a when out-of-synch with host circadian rhythms.  The 

factors causing the reduction of gametocytes in out-of-synch infections remain 

mysterious. Candidates for future investigation include alternative rhythmic factors 

involved in innate immune responses and the rhythmicity in essential resources required 

for gametocyte development. Explaining why it matters for gametocytes to be 

synchronised to host circadian rhythms might suggest novel approaches to blocking 

transmission.  

 

5.2. Introduction 

A hallmark of many species of malaria (Plasmodium) parasite is synchronous, rhythmic 

development during asexual replication cycles within host red blood cells. For Plasmodium 

chabaudi, each intraerythrocytic development cycle (IDC) spans 24 hours, at the end of 

which mature parasites burst to release their merozoite progeny. Each merozoite is 

committed to either asexual replication or to differentiating into a sexual stage 

(gametocyte) for transmission to mosquitoes. Like the human malaria P. falciparum, the 

rodent malaria P. chabaudi’s asexual development progresses through sequential stages 

within the IDC in synchrony with each other, transitioning between IDC stages at particular 

times-of-day (O’Donnell, Mideo, & Reece 2013; Mideo et al. 2013). Specifically, the IDC 

schedule is determined by the timing of the host’s circadian feeding rhythm, with IDC 
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completion (schizogony) switching from the night (dark phase) to the daytime when hosts 

only have access to food in the daytime (light phase) (Prior et al. 2018; Hirako et al. 2018).  

 

Maintaining coordination with host circadian rhythms appears important to parasites. If 

infections are initiated such that early IDC stages are inoculated into the host in the 

evening (12 hours out-of-synch with the host rhythm) rather than in the early morning 

(when they usually occur; in-synch), parasites suffer a 50% reduction of both asexually 

replicating stages and gametocytes across the acute phase (Donnell et al. 2011; 

O’Donnell, Mideo, & Reece 2013). Asexual stages become increasingly demanding of host 

resources as they progress through the IDC. If these resources appear in the blood in a 

circadian manner, asexual parasites that are out-of-synch with host rhythms may be 

unable to fulfil their needs and die, or have to pause development until resources are 

available (Babbitt et al. 2012). Either death or a delay to replication could explain why 

asexual density is lower in out-of-synch infections (Sarah E. Reece, Prior, and Mideo 2017). 

However, accounting for the reduction of gametocytes in out-of-synch infections is more 

complex. Intuitively, the reduction in the density of asexual stages might be expected to 

translate directly into an equal reduction in gametocyte density. However, investment in 

gametocytes (the proportion of asexuals in a given IDC cohort that produce gametocyte-

committed progeny; “conversion rate”) is a plastic trait that varies considerably during 

infections (Carter et al. 2013; P. Schneider, Greischar, et al. 2018). Furthermore, given the 

different developmental durations and lifespans of asexuals and gametocytes, and their 



 101 

rapidly changing densities during infections, close correlation between asexual and 

gametocyte densities is unusual. Instead, the reduction in gametocyte density in 

infections that are out-of-synch with the host’s circadian rhythms could be explained by 

either (or both) a “parasite strategy” to promote within-host survival, or increased host-

mediated removal of out-of-synch gametocytes from circulation.  

 

The “parasite strategy” scenario stems from a body of work revealing that malaria 

parasites adjust their conversion rate in response to changes in the within-host 

environment in ways that maximise their fitness (Carter et al. 2013; Birget et al. 2017; 

Dyer & Day 2003; Buckling et al. 1999; Drakeley et al. 1999). Specifically, under stressful 

conditions, parasites reduce conversion by adopting reproductive restraint and investing 

more in survival (P. Schneider, Greischar, et al. 2018). However, under extremely stressful 

conditions (when the infection is at risk of being cleared by the host immune system or 

drugs), parasites increase conversion, producing mostly transmission stages 

(gametocytes) and thus making a terminal investment (P. Schneider, Greischar, et al. 

2018). Reproductive restraint enables more parasites to be allocated to asexual 

replication, which equips the parasite with “safety in numbers” to withstand within-host 

stressors. The loss of short-term transmission potential that results from reproductive 

restraint is compensated for by the improved prospects for within-host survival and future 

transmission opportunities (P. Schneider, Greischar, et al. 2018). Such reproductive 

restraint has been observed in both P. chabaudi and P. falciparum in response to 
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treatment with low doses of anti-malarial drugs and within-host competition (Sarah E. 

Reece et al. 2010; Mideo and Day 2008; P. Schneider, Greischar, et al. 2018; Pollitt et al. 

2011; Sokhina, Trape, and Robert 2001; Peatey et al. 2009; Dyer and Day 2003). Thus, 

parasites may interpret the reduction in asexual density caused by being out-of-synch to 

the host’s rhythm as a situation in which reproductive restraint is beneficial to them. 

Therefore, parasites in out-of-synch infections are expected to reduce conversion, at least 

during the first few IDCs when asexual densities are most affected by being out-of-synch.  

 

Alternatively (or additionally), the host’s circadian immune responses could be more 

effective at removing out-of-synch gametocytes from circulation. This “immune killing” 

hypothesis requires that: (i) the appearance of a gametocytocidal immune factor in the 

blood follows a circadian rhythm set by the host’s circadian clock; (ii) the vulnerability of 

gametocytes varies throughout their development, such that during in-synch infections, 

gametocytes are at a less vulnerable age when the immune factor appears or peaks, and 

so, a more vulnerable age coincides with the immune factor in out-of-synch infections; 

and (iii) the gametocytocidal factor is part of the innate immune response because the 

costs of being out-of-synch occur in the first few days of infection when primarily innate 

responses are active. The only gametocytocidal factor reported to rapidly clear P. 

chabaudi gametocytes from the blood is the pro-inflammatory cytokine tumor necrosis 

factor-a (TNF-a) (Long et al. 2008). When the host’s TNF-a receptor is blocked, the 

gametocyte density of P. chabaudi-infected mice increases (on average by 44%), 
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regardless of parasite clone and asexual parasite density (Long et al. 2008). This increase 

occurs within 24 hours which is too soon for mature gametocytes produced via an 

increase in conversion rate to be detected, and the rate of gametocytogenesis was not 

affected by the TNF-a receptor blockade, implying that gametocyte survival was improved 

in the absence of TNF-a (Long et al. 2008). Asexual stages are also vulnerable to TNF-a 

which acts on, for example, P. falciparum via a calcium-cAMP downstream signalling, with 

PCNA1 (proliferating-cell nuclear antigen-1) as a possible target (Cruz et al. 2016). 

Whether a similar mechanism also operates in gametocytes and could mediate age-

specific vulnerability to TNF-a is unknown. TNF-a expression is rhythmic in mice and 

generally peaks during the resting phase – i.e. during the day (Keller et al. 2009). However, 

standing rhythms in inflammation may be altered by infection: in P. chabaudi infected 

mice, rhythmicity in TNF-a is also linked to the time-of-day that schizogony occurs (Prior 

et al. 2018). Further complexity in TNF-a rhythms may arise from host rhythms of TNF-a 

production and decay, induction of TNF-a expression in response to schizogony, and 

possibly from time-of-day-dependent activities of the innate immune cells that TNF-a 

stimulates. Therefore, it is hard to predict the time-of-day (i.e. age) at which gametocytes 

are most vulnerable, or exposed, to TNF-a.   

 

Here, both the “parasite strategy” (conversion rate modulation) and “immune killing” 

hypotheses were investigated using P. chabaudi. First, conversion was estimated for a 

previously collected dataset in which parasites were either in-synch or out-of-synch with 
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host rhythms. Conversion rates were estimated using a method for statistical inference 

which follows each time-series of within-host infection dynamics, including the densities 

of asexual parasites, RBCs, and the starting gametocyte density for each infection 

(Greischar et al. 2016; P. Schneider, Greischar, et al. 2018). Next, the immune killing 

hypothesis was examined using a series of three experiments. The first tested whether 

host circadian rhythms affect the clearance of TNF-a from the blood. The second and third 

experiments examined whether TNF-a differentially affects gametocyte survival at 

different times of day, using wild type (WT) and clock mutant mice, respectively. 

Unravelling the cause of gametocyte reduction in temporally desynchronised infections 

will further the understanding of the causes and consequences of rhythmicity in the IDC. 

This knowledge could guide the development of novel antimalarial treatments, and may 

inform predictions for the proximate and ultimate responses of parasites to temporal 

shifts in vector behaviour caused by the widespread usage of insecticide-treated bednets.   

 

5.3. Methods 

Testing the parasite strategy hypothesis 

Do parasites in out-of-synch infections reduce investment into conversion? 

A previously published data set (O'Donnell et al. 2011) was used to compare conversion 

rates at the start of infections for parasites that were in- and out-of-synch with host 

rhythms. Briefly, P. chabaudi AJ ring stage parasites (1 x 106 parasitised RBCs) were 

harvested from donor mice kept in standard (12-hour light : 12-hour dark) or reversed 

(12-hour dark : 12-hour light) lighting schedules and used to infect recipient mice (10- to 



 105 

12-week-old male MF1) in the same lighting schedule as their donor mice, or into mice 

kept under the opposite (reversed) lighting schedule. Thus, parasites in recipient hosts 

kept in the same lighting schedule as the donor host remained in synchrony or “in-synch” 

with the host circadian rhythm and parasites moved between lighting schedules became 

12-hours “out-of-synch”. This produced four groups of infections: two in-synch and two 

out-of-synch. Data were collected for days 0-7 post-treatment; blood samples to quantify 

gametocyte densities (10 µL) were taken every day and total parasite densities (5 µL) were 

taken on days 1, 3, 5, and 7. DNA and RNA were extracted as described in Schneider et al. 

2018 (P. Schneider, Greischar, et al. 2018). Total parasite densities were quantified by 

qPCR (quantitative polymerase chain reaction) and gametocytes by RT-qPCR (reverse-

transcriptase qPCR), both targeting the CG2 gene (PCHAS_0620900, previously named 

PC302249.00.0 (Wargo et al. 2007). Asexual parasite density was calculated by 

subtracting gametocyte numbers from total parasite density. Red blood cell (RBC) 

densities were measured using flow cytometry (Beckman Coulter) every day. 

 

Unlike previous methods which made unrealistic assumptions about infections (such as 

fixed conversion during maturation of sexual stages; equal death rates for asexuals and 

gametocytes; short survival of gametocytes and thus, non-overlapping cohorts of 

gametocytes), the method used here more realistically infers conversion in dynamic 

infections (Greischar et al. 2016). The method requires at least seven days of continuous 

data, including daily RBC, asexual, and gametocyte densities for each infection. Therefore, 
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to provide daily estimates of asexual density, missing values were interpolated between 

sequential data points by taking the mean of the preceding and subsequent day. These 

autocorrelated data resulted in an average estimate of constant conversion throughout 

each infection. These average conversion rates were compared between in-synch and 

out-of-synch parasites, for a data set including all infections, and a dataset comprising the 

subset of infections which met strict criteria for model fitting. Infections are excluded if 

the residuals showed a significant relationship to natural logged densities of gametocytes, 

and/or if less than four of the five candidate splines could be fitted (Greischar et al. 2016; 

P. Schneider, Greischar, et al. 2018). This resulted in the exclusion of 1 in-synch infection 

and 7 out-of-synch infections (out of 12 infections per each treatment; random subsets 

of 5 in-synch infections resulted in qualitatively similar analysis outcomes). 

 

Testing the immune killing hypothesis 

Three experiments were conducted to test: (i) whether changes in the concentration of 

TNF-a vary by time-of-day of injection and dose (which also informed the dose of TNF-a 

used in following experiments); (ii) whether gametocyte vulnerability to injected TNF-a 

varies according to host time-of-day; (iii) whether gametocyte age mediates vulnerability 

to injected TNF-a.   

 

All mice were 6- to 8-week-old male and female WT C57/BL6 mice (in-house supplier, The 

University of Edinburgh). Mice were provided water containing 0.05% para-aminobenzoic 
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acid (PABA; to enhance parasite growth) and food ad libitum and kept under a standard 

12-hour light : 12-hour dark schedule (except in experiment iii). All experimental mice that 

were infected received ring stage P. chabaudi clone ER parasitized red blood cells (1 x 106) 

via intraperitoneal (IP) injection. 

 

(i) Do changes in concentration of TNF-a vary by host time-of-day and dose? 

Uninfected mice received either 30 µg/kg or 60 µg/kg TNF-a in 100 µL PBS carrier at either 

lights on (ZT0, n=5 for each group) or lights off (ZT12, n=4 for each group) via IP injection. 

ZT refers to “Zeitgeber Time” which is defined as the number of hours elapsed since lights 

on. Two hours post-treatment with TNF-a, blood was obtained from all mice individually 

by cardiac puncture and centrifuged to collect plasma for a murine TNF-a-specific 

quantitative enzyme-linked immunosorbent assay (ELISA; eBioscience catalog number 88-

7324 Mouse TNF alpha ELISA Ready-SET-Go!Ò). 

 

(ii) Is gametocyte vulnerability to TNF- dependent on host time-of-day? 

To coincide with peak gametocyte density in control infections (S. E. Reece et al. 2003; P. 

Schneider, Greischar, et al. 2018) mice were injected on day 14 PI with either 60 µg/kg 

TNF-a dissolved in 100 µL PBS carrier at ZT0 (n=23) or at ZT12 (n=17), or with 100 µL PBS 

carrier at ZT0 (n=4) or ZT12 (n=3) via IP injection. RBC densities and thin blood smears 

were taken from the tail vein of all mice 1-hour before TNF-a or control treatment 

(providing baseline parameter estimates) and also at, 2-, and 12-hours post-treatment. 
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The proportion of RBCs containing gametocytes (quantified via microscopy) was 

multiplied by RBC density to estimate gametocyte density. 

 

(iii) Is gametocyte vulnerability to TNF-a dependent on gametocyte age? 

Both host-time-of day and gametocyte age co-vary in experiment ii and it is possible these 

factors oppose the effects of TNF-a on gametocyte density. Therefore, to focus on 

gametocyte age without the confounding effect of host rhythms, C57/BL6 Per1/2 null 

mice (11- to 22-week-old males and females, mouse line kindly donated by Michael 

Hastings (MRC Laboratory of Molecular Biology, Cambridge, UK), generated by David 

Weaver (UMass Medical School, Massachusetts, USA) were used. These clock mutant 

have an impaired TTFL clock and exhibit arrhythmic behaviour when placed in constant 

conditions such as constant darkness (Bae et al. 2001; Maywood et al. 2014). To produce 

synchronous infections in these arrhythmic mice, wild type C57/BL6 mice were used as 

parasite donors. Further, to create infections that could be treated with TNF-a 

simultaneously (i.e. at the same GMT), yet have focal cohorts of gametocytes at different 

ages in the experimental mice, staggered infections were set up in the donor mice. This 

was achieved by offsetting the 12-hour light : 12-hour dark schedule of each of three 

donor groups by six hours (i.e. lights-on, ZT0, at 07.00, 13.00, and 19.00 GMT; Figure 1).  

 

Under a 12-hour light : 12-hour dark schedule, a new cohort of gametocytes is produced 

at each ~ZT17 (Reece et al. 2003; Gautret et al. 1996), translating to 00.00, 06.00, and 
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12.00 GMT for the three donor groups. Ring stage parasites from these groups were 

collected at ZT0 to infect experimental mice and produce gametocytes of different ages 

(31, 25, and 19 hours old) at the time (07.00 GMT) of treatment. For example, ring stage 

parasites collected at ZT0 from donors whose “lights on” is 19:00 GMT produce a cohort 

of focal gametocytes via schizogony at 12:00 GMT, making these gametocytes 19 hours 

old when treated at 07:00 GMT. Figure 1 illustrates the schedules of the donor mice and 

their parasites, and the development of the gametocytes produced in the three groups of 

experimental mice to produce gametocyte cohorts of different ages. 

 

P. chabaudi gametocytes reach maturity between 24-36 hours after RBC invasion and 

become identifiable on blood smears between 18-24 hours old by their morphology and 

senesce rapidly post-maturation (Reece et al. 2003). Although present during treatment 

and throughout sampling (Figure 1), younger, non-focal gametocyte cohorts were 

assumed to make negligible contributions to the observed gametocytes because they are 

too immature to be detected via microscopy. Assuming a post-maturation half-life of 

approximately 14 hours (Reece et al. 2003), older, non-focal gametocyte cohorts should 

be rapidly lost after 38-50 hours.  



 110 

 

Figure 1. Three photoschedules were used to generate temporally-staggered cohorts of 

gametocytes simultaneously perturbed at different ages. Parasites were collected from 

donor mice at their ZT0, allowing infections in experimental mice to be staggered by 6-

hours so that at the same times GMT, all infections could be sampled and treated with 

TNF-a or PBS yet, different ages of gametocytes (19-, 25-, and 31-hours-old) could be 

targeted. By using Per1/2(-/-) mice housed in constant darkness as the experimental 

hosts, the relevance of gametocyte age was decoupled from the canonical host circadian-

clock-controlled rhythms. The ages of focal gametocyte cohorts (labelled “gametocyte 

age (h)”, defined as hours post RBC invasion) at each sampling event and treatment (in 

GMT) are highlighted in bold and the ages of the previous (“younger”) and subsequent 

(“older”) cohorts are illustrated with faint text. Immature gametocytes not yet detectable 

via microscopy are denoted by “ND”, and gametocytes not yet produced are denoted by  

“NA”.  
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Donor mice were allowed to entrain to their schedules for one week prior to infection 

with P. chabaudi, then infections were run until day 7 PI and ring stages were collected to 

infect the experimental, arrhythmic Per1/2(-/-) mice. Parasites begin to lose synchrony in 

Per1/2(-/-) mice after five replication cycles (O’Donnell, Prior, and Reece 2019), and so, to 

capture gametocytes while still synchronous yet at quantifiable densities, experimental 

mice were treated with 125 mg/kg-1 phenylhydrazine dissolved in 100 µL PBS (PHZ, 

promotes gametocytogenesis via anaemia) (Birget et al. 2017) four days prior to infection. 

Experimental mice were randomly allocated to either the TNF-a or control group with 

respect to their response to PHZ, measured by RBC density. Then, on day 4 PI, 

experimental mice were treated with 60 µg/kg TNF-a dissolved in 100 µL PBS carrier (n=5 

for each gametocyte age group, n=15 total) or 100 µL PBS carrier (n=4 for each 

gametocyte age group, n=12 total). Infections were sampled as per experiment ii to 

quantify gametocyte densities at -1 (baseline), 4-, 8-, and 12-hours post-injection (HPI) 

(Figure 1).  

 

Data Analysis 

All analyses were performed using R v. 3.5.1 (R Foundation for Statistical Computing, 

Vienna, Austria). To meet assumptions of homogeneity and variance, conversion rate 

estimates were log10-transformed. Gametocyte densities for “testing the immune killing 

hypothesis” parts ii and iii were square root-transformed (in part ii only it was necessary 

to add half a measurement unit, i.e. 0.5 gametocytes/mL, to all counts to ensure no zero 



 112 

counts). Five outliers were eliminated in “testing the immune killing hypothesis” part ii 

due to poor fit, and data were scaled in “testing the immune killing hypothesis” parts ii 

and iii to have a mean of 0 and a standard deviation of 1, post square root-transformation. 

Linear models were used to analyse conversion rate estimates (testing the conversion 

hypothesis) and the effects of host time-of-day on TNF concentration (testing the immune 

killing hypothesis part i). Linear mixed-effect models were used to analyse gametocyte 

density (testing the immune killing hypothesis parts ii and iii), using mouse ID as a random 

effect. To avoid overfitting due to small sample sizes, “Akaike information criterion - 

corrected ” (AICc) values were calculated for each model, and a change in 2 AICc (DAICc=2) 

was chosen to select the most parsimonious model. Only models directly reflecting the 

hypotheses under test were fitted. 

 

5.4. Results 

Testing the conversion hypothesis 

No evidence was found to support the hypothesis that parasites out-of-synch with host 

rhythms reduce conversion (Table 1; Figure 2). Conversion rates are best explained by the 

model containing only “donor” (donor mice housed in either the standard, or reversed, 

light : dark schedule) as a main effect (ΔAICc=0; Table 1). Specifically, the conversion rate 

of experimental mice infected with parasites from donors kept in the reversed light : dark 

schedule was on average 10.4% higher than compared to infections from donors kept in 

the standard light : dark schedule independent of the light schedule in which the receiving 
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mice were kept. Further, the inclusion of the interaction in the model does not improve 

model fit (ΔAICc=6.67, Table 1). Additionally, incorporating schedule (in-synch or out-of-

synch) into the most parsimonious model did not improve model fit (ΔAICc=2.35, Table 

1). Further, the model containing only “schedule” returned the least parsimonious fit 

(ΔAICc=7.11, Table 1), and has only a 2% chance of being the best approximating model 

in the given model set (AICc weight = 0.02, Table 1). Supporting a lack of effect of being 

out-of-synch on conversion rate, the same analysis performed on the full dataset 

including previously excluded infections also returned no evidence for a difference in 

conversion rates (Appendix Chapter 5).  

 

 

Figure 2. Conversion estimates, alongside mean ± S.E. (calculated post-transformation), 

for parasites in- and out-of-synch with host circadian rhythms. Points represent raw data, 
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log10-transformed to approximate normality. Data from experiment in O’Donnell et al. 

2011 (O'Donnell et al. 2011).  

 

Model description:  
Log10(Conversion) ~ 

df log(L) AICc ΔAICc AICc w 

donor 3 -1.704 11.41 0.000 0.688 
donor + schedule 4 -1.061 13.76 2.351 0.212 
null 2 -5.764 16.45 5.044 0.055 
donor + schedule + 
donor*schedule 

5 -1.037 18.07 6.667 0.025 

schedule  3 -5.259 18.52 7.110 0.020 
 

Table 1. Degrees of freedom (df), log-Likelihood (log(L)), AICc, ΔAICc (AICcmodel – AICcmin 

model), and AICc w (AICc weight) for each linear model in the conversion analysis ordered 

in descending fit (best-fitting model at the top). The response variable for each model is 

the log10-transformed conversion rate. “Schedule” refers to parasites either in-synch or 

out-of-synch with the host, and “donor” corresponds to parasites taken from donor mice 

kept in either the standard or reversed light : dark schedule. 

 

II. Testing the immune killing hypothesis 

(i) Do changes in concentration of TNF-a vary by host time-of-day and dose? 

Dose (P<0.0001) and host time-of-day (P<0.001) contributed substantially to TNF-a 

concentration 2 HPI (Figure 3) but there was no interaction between them (P=0.192). The 

concentration of TNF-a in mice that were injected at ZT12 (i.e. lights-off, entering the 
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active phase) was 388.73 pg/mL (±112.88) lower at 2 HPI than in those mice injected at 

ZT0 (i.e. lights-on, entering the resting phase) (Figure 3). 

 

 

Figure 3. TNF-a concentrations (pg/ML) alongside mean ± S.E. at 2 HPI, after treatment at 

either ZT0 (lights-on) or ZT12 (lights-off) for two doses of TNF-alpha (30 µg/kg or 60 

µg/kg). Points represent raw data. 

 

(ii) Is gametocyte vulnerability to TNF-a dependent on host time-of-day? 

No evidence was found to support the interaction between host time-of-day (i.e. injection 

time) and TNF-a on gametocyte density (Figure 4. A; Table 2). Indeed, the most 

parsimonious model included only host time-of-day (injection time ZT0 or ZT12) and 

sampling time (2- or 12-HPI) as main effects (ΔAICc=0; Table 2; Figure 4. B). The model 

incorporating only sampling time was within 2 ΔAICc (ΔAICc=1.588; Table 2) and is 
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therefore competitive with the most parsimonious model. Furthermore, the most 

parsimonious model returned only a ~48% chance of being the best approximating model 

in the given model set (AICc weight = 0.482, Table 2), indicating high model selection 

uncertainty. Notably, including treatment (TNF-a or PBS) reduced model fits (Table 2). 

Overall, this analysis finds no evidence to suggest that TNF-a or injection time (i.e. host 

time-of-day) effect gametocyte density.  

 

 

Figure 4. A. Gametocyte density (gametocytes/mL blood), alongside mean ± S.E. 

(calculated post-transformation), in mice injected with either TNF-a or carrier at either 

ZT0 or ZT12. B. Gametocyte density (gametocytes/mL blood), alongside mean ± S.E., for 

combined treatment groups (TNF-a and control) in mice injected at either ZT0 or ZT12 for 

each sampling time (-1 (baseline), 2-, and 12 HPI). In both plots, points represent raw data, 
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square-root-transformed to approximate normality, and scaled to have a mean of 0 and 

a standard deviation of 1. 

 

Model description:  
sqrt(Gametocyte Density) ~  
(1|mouse) 

df log(L) AICc ΔAICc AICc w 

inj.time + samp.time 6 -137.7 288.1 0.000 0.482 
samp.time 5 -139.6 289.7 1.588 0.218 
inj.time + samp.time + treatment 7 -137.8 290.6 2.497 0.138 
inj.time + samp.time + treatment+ 
inj.time*treatment 

8 -137.1 291.4 3.318 0.092 

samp.time + treatment 6 -139.7 292.1 3.953 0.067 
inj.time 4 -145.3 299.0 10.872 0.002 
null 3 -147.2 300.6 12.536 0.001 
inj.time + treatment 5 -145.4 301.4 13.291 0.001 
treatment 4 -147.3 302.9 14.825 0.000 

 

Table 2. Degrees of freedom (df), log-Likelihood (log(L)), AICc, ΔAICc (AICci – AICcmin), and 

AIC w (AICc weight) for each linear model in the TNF ii analysis ordered in descending fit. 

The response variable for each model is the square root-transformed gametocyte density 

and the random effect is “mouse”. “Samp.time” refers to sampling time (2- or 12-HPI), 

“inj.time” refers to injection time (ZT0 or ZT12 respectively), and treatment is either TNF-

a or control. 

 

(iii) Is gametocyte vulnerability to TNF-a dependent on gametocyte age? 

The most parsimonious model included only gametocyte age (ΔAICc=0; Table 3), but 

evidence for this being the best fitting model is weak (AIC w=0.409; Table 3). The two next 
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most competitive models included age and treatment (ΔAICc= 0.850; Table 3) and age, 

treatment, and the treatment by age interaction (ΔAICc= 1.785; Table 3). Because the 

treatment by age interaction is only present in one of the competing models, and the AICc 

weight for this model is very low (AICc w=0.267; Table 3), it is unlikely that this parameter 

is important in explaining gametocyte density. Thus, in keeping with the results of 

experiment ii, there is no clear evidence to support a role for TNF-a in differentially 

affecting gametocytes of varying ages (Figure 5; Table 3).  

 

 

 

Figure 5. Gametocyte density (gametocytes/mL blood), alongside mean ± S.E. (calculated 

post-transformation), averaged across all sampling timepoints (4-, 8-, and 12-HPI) for 

gametocytes treated at ages 19-, 25-, and 31-hours old and according to whether they 

were treated with TNF-a or PBS carrier only. Points represent raw data, square root-

transformed to approximate normality, and scaled to have a mean of 0 and a standard 

deviation of 1. 
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Model description:  
sqrt(Gametocyte Density) ~ + (1|mouse) 

df log(L) AICc ΔAICc AICc w 

age 5 -99.37 209.6 0.000 0.409 
age + treatment + age*treatment 8 -96.15 210.4 0.850 0.267 
age + treatment 6 -99.08 211.4 1.785 0.168 
null 3 -103.5 213.3 3.759 0.062 
age + samp.time 7 -99.52 214.7 5.088 0.032 
treatment 4 -103.3 215.1 5.469 0.027 
age + samp.time + treatment + 
age*treatment 

10 -96.38 216.1 6.556 0.015 

age + samp.time + treatment 8 -99.22 216.6 7.000 0.012 
samp.time 5 -103.7 218.3 8.743 0.005 
samp.time + treatment 6 -103.5 220.2 10.57 0.002 

 

Table 3. Degrees of freedom (df), log-Likelihood (log(L)), AICc, ΔAICc (AICcmodel – AICcmin 

model), and AICc w for each linear model in the analysis of experiment iii ordered in 

descending fit. The response variable for each model is the square root-transformed 

gametocyte density and the random effect is “mouse”. “Samp.time” refers to sampling 

time (4-, 8- or 12-HPI), “age” refers to gametocyte age (19-, 25-, or 31-hours old) and 

treatment is either TNF-a or control. 

 

5.5. Discussion 

The experiments presented here suggest that neither the conversion nor the immune 

killing hypotheses can explain the reduction in gametocytes when parasites are out-of-

synch with host circadian rhythms. First, parasites were predicted to reduce conversion 

in out-of-synch infections to reduce the impact of being out-of-synch on asexual densities. 

However, average conversion rates in the dataset that met strict model selection criteria 
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(P. Schneider, Greischar, et al. 2018) and also the full dataset of all infections (Appendix 

Chapter 5 Table 1) did not vary significantly between in- and out-of-synch infections (Table 

1, Fig. 2, Appendix Chapter 5 Figure 1). Second, TNF-a (for both doses) introduced at the 

start of the resting phase (i.e. lights-on) was cleared at a slower rate compared to the start 

of the active phase (i.e. lights-off, experiment i). This time-of-day effect is likely explained 

by temporal variation in host metabolic rates: heightened metabolism during the active 

phase should clear incoming TNF-a more readily than the during the rest phase. Despite 

evidence for host circadian rhythms influencing TNF-a levels, which is consistent with 

other studies (Keller et al. 2009; Young et al. 1995; Bredow et al. 1997), two experiments 

(ii and iii; Fig. 4, Table 2; Fig. 5, Table 3) suggest that exposure to more TNF-a, or for 

longer, have no significant impact on the densities of gametocytes, even when exposed 

at different ages.  

 

The conversion results suggest that either parasites do not adjust their conversion rate 

when out-of-synch with host rhythms, or that the methods utilised here were unable 

detect change. Conversion is a key determinant of transmission potential (thus, fitness) 

and a phenotypically plastic trait. Conversion is reduced by P. chabaudi in response to a 

loss of “state” (i.e. reduction in density or replication) (P. Schneider, Greischar, et al. 2018) 

so parasites would not need to detect that they are out-of-synch but simply respond to 

the impact of being out-of-synch upon state. It is possible that the modest drop in asexual 

density in the first couple of days post-infection (O'Donnell et al. 2011) is not sufficiently 
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stressful to elicit reproductive restraint (P. Schneider, Greischar, et al. 2018) – particularly 

because out-of-synch parasites still experience high replication rates despite being at a 

lower initial density. In addition, the data and approach used to test the conversion 

hypothesis were likely conservative. For example, there may be a minimal level of change 

in the conversion rate is required for Greischar et al.’s (Greischar et al. 2016) approach to 

reliably return different conversion estimates, and this level may not have been met. 

When out-of-synch with host rhythms, parasites begin the process of rescheduling to 

regain coordination between the IDC and host rhythms (Gautret et al. 1995). Whether 

rescheduling affects the gametocyte developmental schedule is unknown, but variation 

in how gametocytes accumulate over time could compromise the reliability of conversion 

estimates. It is therefore possible that when out-of-synch with host rhythms, parasites do 

reduce conversion accordingly, but more severe perturbations are required to detect this. 

For example, future work might compare conversion of in- and out-of-synch parasites 

when also exposed to in-host competition or resource limitation.  

 

That TNF-a rhythms and the age of gametocytes had no significant effect on gametocyte 

density was unexpected. Schizogony (the production of a new cohort of asexuals and 

gametocytes) causes an elevation of TNF-a that may be capable of sterilising gametocytes 

(Prior et al. 2018). The concentration of TNF-a used in experiment ii is greater than 

schizogony-induced TNF-a levels, and should therefore represent a meaningful change to 

the within-host environment. However, time-of-day-dependent clearance of TNF-a may 
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have resulted in confounding host and parasite time-of-day in experiment ii. Experiment 

iii corrected for this by directly testing gametocyte age without host time-of-day as a 

confounding factor (via the use of circadian-knockout mice), although it was impossible 

to eliminate TNF-a that was produced as a result of schizogony. It remains uncertain how 

schizogony-induced TNF-a might have affected the focal gametocyte cohorts, but it may 

have acted either directly by attacking gametocytes, or indirectly by activating related 

immune cells or factors involved in clearing TNF-a. Further, gametocyte numbers are 

generally low, rendering them extremely difficult to detect, particularly where minor 

perturbations to density may have been confounded by other within-host rhythms. Why 

blocking the TNF-a receptor results in an increase in gametocyte density (Long et al. 

2008), yet introducing TNF-a does not appear to decrease gametocyte density, remains 

mysterious. One possibility is that downstream immune cells activated by TNF-a are 

responsible for reducing gametocyte density, and in the absence of TNF-a these cells 

remain inactive. In this scenario, introducing more TNF-a (as done here) may have little 

to no additional impact at all on gametocyte density if the threshold for activation of these 

immune cells is low.  

 

To address the potentially confounding effects of schizogony-induced TNF-a, future work 

could aim to block TNF-a (following (Long et al. 2008) in circadian-knockout mice at the 

onset of schizogony. The effect of rhythmic TNF-a on gametocyte survivability (replicated 

by artificial injection) could then be better understood without the presence of potentially 
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opposing rhythms. Additionally, other rhythmic host resources required for gametocyte 

development such as LysoPC (host-derived lipid) (Brancucci et al. 2017) may be limited in 

out-of-synch infections. Repeating a similar experiment to experiment iii but using 

resources essential to gametocyte development could elucidate whether the gametocyte 

density decrease in out-of-synch infections can be attributed to host offensive rhythms, 

or whether gametocyte development and survival is passively modulated through host 

circadian processes (e.g. the availability of nutrients). Further, out-of-synch gametocytes 

may alter their developmental rate to reschedule to match host circadian rhythms, 

accounting for some of the observed reduction in gametocyte density. Simultaneously 

considering the multitude of factors contributing to gametocyte reduction could provide 

an explanation for the substantial decrease in gametocytes in out-of-synch infections.  

 

Understanding consequences of being out-of-synch with host circadian rhythms is 

important for unravelling the evolutionary drivers of rhythmic development in malaria 

parasites. Knowledge of the benefits, or costs, to parasites of being in-synch with host 

rhythms will allow them to be harnessed for the development of novel antimalarial 

treatments; for example, if gametocytes show time-of-day-specific vulnerabilities, drugs 

could take advantage of rhythmic weaknesses. Further, understanding how malaria 

parasites respond to temporal variation in the within-host environment is increasingly 

important as some mosquito populations are reported to have shifted the timing of blood-

foraging rhythms in response to the widespread use of long-lasting insecticide treated 
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bed nets (Moiroux et al. 2012; Sougoufara et al. 2014). Since gametocytes are necessary 

for transmission, understanding what causes their reduction in out-of-sync infections 

could have implications for shifts in vector rhythms. If out-of-synch parasites are less fit, 

changes in vector behaviour could be beneficial in minimising malaria burden. However, 

without fully understanding the evolutionary drivers behind parasite rhythms it is difficult 

to predict how, or if, parasites might evolve to cope with these changes.  
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6. General Discussion 

 

6.1. Introduction 

The goal of this thesis was to uncover how circadian rhythms mediate interactions 

between hosts and parasites. Specifically, I focussed on how rhythms mediate activities 

which underpin sexual reproduction of hosts (the pacific field cricket T. oceanicus) and 

parasite (the rodent malaria P. chabaudi). First, I (i) introduced the value of integrating 

evolutionary ecology with circadian biology to understand infection biology, then I (ii) 

uncovered and characterised circadian singing rhythms in male T. oceanicus and (iii) 

applied this knowledge towards elucidating how parasitism may drive the evolution of 

male T. oceanicus circadian reproductive tactics, and (iiii) examined the role of host 

rhythms in shaping parasite reproductive activities that underpin transmission. In this 

chapter, I summarise these results whilst considering the limitations of my approaches, 

explain their significance in a broader context, and suggest future directions.  

 

6.2. Integrating evolutionary ecology into chronobiology to study infections 

Although circadian biology began in the mid-20th century as a field focussed on 

evolutionary and ecological questions, most work over the last 2 decades has focused on 

uncovering the molecular and mechanistic underpinnings of clocks. In Chapter 2, I made 

the case for returning chronobiology to its roots; in particular, I outlined the benefits to 

be gained from using a circadian framework to understand rhythms in host-parasite 

interactions. I focussed on hosts and parasites because infections are a common and 

fundamental ecological interaction between species (and so, lessons learned are broadly 

applicable) and because exploiting and/or disrupting rhythms during infections may be 

harnessed for clinical benefit. I examined this topic from three complementary angles: 

rhythms in host defence, rhythms in parasite offence, and parasite manipulation of host 

rhythms.  
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Concerning host defence, immune rhythms have received the most attention. One of the 

primary roles of the immune system is to ward off parasites, and mounting evidence 

suggests circadian clocks play a pivotal role in many immune functions (Scheiermann et 

al. 2018). This has led to the assumption that immune efficacy against infection peaks 

during the active phase and troughs during the resting phase. However, a key finding from 

Chapter 2 challenges this conventional wisdom; while host defence strategies against 

infection are often more effective during the active phase (and mortality and severity of 

infections are higher when infection occurs during the rest phase), this is not always the 

case (Westwood et al. 2019). In one notable example, the clock-controlled secretion of 

chemoattractants by host neutrophils and macrophages facilitates infection by 

Leishmania parasites, meaning that peak infection risk occurs concurrently with peak 

immune function during the active phase (Kiessling et al. 2017). Thus, to parse how 

immune rhythms relate to infection, studies which decouple the effects of immune 

rhythms on preventing and/or dealing with ongoing infection performed on a diversity of 

host-parasite systems are necessary, as well as consideration of whether immune 

responses simply represent a danger to parasites or can facilitate parasite activities. 

Beyond immune function, behavioural and morphological defences (such as those 

observed in the evolution of silent morphs in the T. oceanicus – O. ochracea host-parasite 

system) have received markedly less attention though I suggest they are often lower-cost 

defence strategies against parasitism.  

 

6.3. Evolution of host rhythms for defence against infection 

Chapters 3 and 4 focus on the reproductive circadian rhythms of T. oceanicus. The T. 

oceanicus – O. ochracea system in the Hawaiian Islands offers an exciting opportunity to 

uncover how circadian rhythms affect host-parasite coevolution in real-time following the 

groundwork laid in Chapters 3 and 4. In Chapter 3, I performed a robust characterisation 

of singing rhythms in normal-wing male T. oceanicus, revealing that singing fulfils all 

criteria necessary to be deemed circadian. Namely, that (1) singing persists in the absence 
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of external time cues with a periodicity slightly greater than 24h, (2) is temperature 

compensated, and (3) entrains to light. I also found that males sing overwhelmingly during 

the dark phase, and that singing rhythms vary across individuals, suggesting that the 

timing of singing may be a target of selection.  

 

In this chapter I also combined machine learning, high performance computing, and 

bioacoustics to develop a pipeline capable of processing large, continuous audio data files 

for the purpose of circadian analysis. Other methods trialled to document singing rhythms 

are outlined in Appendix 8.2, but the selected method has numerous benefits, including 

(i) broad applicability to many sound and non-sound producing species, (ii) fine-scale 

temporal resolution of signal production, and (iii) continuous, longitudinal data collection. 

While much focus has been spent examining the rapid evolution of novel T. oceanicus 

wing morphs in response to lethal infection O. ochracea, relatively less attention has been 

paid to how normal-wing males have persisted in the Hawaiian Islands in spite of 

overwhelming natural selection. Phenotypic silencing may be a drastic means of avoiding 

O. ochracea but in Chapter 3 I lay the foundation to examine a much more nuanced 

strategy for parasite evasion – temporal escape.    

 

In light of the method presented in Chapter 3 and the findings it contains, I was able to 

carry out Chapter 4 to examine whether Hawaiian T. oceanicus have evolved to reduce 

singing at the time-of-day when risk from O. ochracea is at its greatest. Few studies have 

formally characterised temporal variation of O. ochracea phonotaxis in the wild (or 

Tachinid flies generally), and even rarer are examples of O. ochracea phonotaxis to T. 

oceanicus in the Hawaiian Islands (to my knowledge there is one such study; (Kolluru 

1999). However, evidence suggests that O. ochracea is most phonotactic around dusk, 

with decreasing phonotaxis as the night progresses, and no phonotaxis at all during the 

daytime (Kolluru 1999; W. H. Cade, Ciceran, and Murray 1996). I found that although 

Hawaiian T. oceanicus sing more overall than an unparasitised, ancestral population from 
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Mangaia, they appear to undertake a lower proportion of their overall singing during the 

hours approximating “dusk” and more during the “darkest part of night”, but the same 

amount during “dawn”. Although my findings are consistent with temporal escape from 

infection risk at dusk, further work is necessary to elucidate this with more certainty. For 

example, the inclusion of island replicates especially if their chronology of O. ochracea 

introduction varies, and more recent and robust temporal phonotactic data on O. 

ochracea would be helpful. These data are difficult to collect so repeating my study with 

the design altered to ramp the lighting up and down to mimic dusk and dawn, as well as 

increasing sample size (especially for the ancestral population  because it is more variable) 

would be a good place to start.  

 

More broadly, my research on T. oceanicus circadian singing rhythms highlights the need 

for a more comprehensive picture of how each player in this system partitions its time. 

For example, female rhythms (in e.g., locomotor activity/mate receptiveness and 

phonotaxis) may either constrain or facilitate the evolution of male rhythms. If female 

phonotaxis to male calling song is circadian controlled and time-of-day specific, the 

evolution of altered singing rhythms in response to parasite pressure is unlikely without a 

correlated response in females (and may account for the observed similarity in onset of 

singing between the Oahu and Mangaia populations in Chapter 4). Conversely, if females 

from parasitised populations with greater numbers of silent males are less choosy and 

more responsive to normal-wing song (Nathan W. Bailey and Zuk 2012), and females are 

able to reduce their own levels of parasitism by shifting phonotaxis to times of day when 

O. ochracea is least active, this may facilitate the evolution of temporal escape in singing 

males. Another big unknown is whether males have evolved other rhythmic defence 

strategies beyond a likely shift in singing. For example, if male crickets are capable of 

singing, and indeed even mating, for some time after being parasitised by O. ochracea 

then although infection is lethal, selection could favour immune defence strategies that 

prolong a male’s ability to copulate even once infected. It is well documented that time-
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of-day of infection can affect the severity of illness and outcome, and so, priming the 

immune system to peak when infection risk is highest may be one possible strategy to 

increase fitness. However, as outlined in Chapter 2, the immune system operates within 

a wide range of constraints, and crickets will need to balance the best defence against O. 

ochracea with defences against other parasites and pathogens they encounter. 

Understanding how crickets respond to O. ochracea is also necessary to determine 

whether time of day of infection impacts on O. ochracea activities as well impacting on 

the consequences for crickets.  

 

6.4. Evolution of parasite rhythms for offence against host rhythms  

When out-of-synch with host rhythms, the rodent malaria parasite P. chabaudi suffers a 

50% reduction in both asexual and sexual stage parasites (gametocytes). Sexual 

reproduction is essential for parasite transmission so in my final data chapter (Chapter 5) 

tested why parasites incur a fitness cost when temporally misaligned to rhythms in its 

environment (i.e. within the host). Specifically, I examined two possible explanations: (1) 

reduced investment into the production of sexual stage gametocytes (i.e., conversion)  to 

ameliorate the impact of mismatch on asexual replication, and (2) time of day specific 

elevated clearance of gametocytes by the host immune system. I did not find evidence 

supporting either hypothesis, even though conversion is a highly plastic trait and so it 

would be expected to vary in response to stressors that change aspects of the within-host 

environment, and the host immune factor I examined (TNF-a) is known to have a strong 

gametocytocidal effect.  

 

While TNF-a is the only component of the innate immune response known to rapidly clear 

gametocytes from the circulation (Long et al. 2008), few rhythmic immune factors have 

been studied so it remains possible that immune rhythms are relevant. It is also possible 

that the sampling regime I followed may be at least in part possible for the observed 

reduction in gametocytes. For example, when mismatched to host time-of-day, sampling 
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may occur when only newly infective gametocytes are present, and when matched to host 

time-of-day, sampling may occur at a time-of-day that counts both young gametocytes 

only just reaching sexual maturity plus older senesced gametocytes that have not yet been 

cleared. Thus, in the former, gametocyte density may be lower, but infectivity may be 

higher, compared to the latter in which gametocyte density is higher but overall infectivity 

is relatively lower (Schneider et al. 2018c). Future studies which account for not only 

gametocyte density but maturity/infectivity, or sample more frequently during the 

circadian cycle, may parse the real effect of mismatch on transmission potential. Because 

sexual stage parasites are necessary for onwards transmission, uncovering why it is 

important for parasites to be in-synch with host rhythms may inform proximate and 

ultimate responses of parasites to temporal shifts in vector biting behaviour caused by 

the usage of insecticide-treated bed nets.  

 

6.5. Conclusion 

The work presented in this thesis reveals that circadian rhythms underpin traits relevant 

to host-parasite interactions as well to reproductive activities that underpin fitness. I show 

that knowledge gained from insights into the molecular underpinnings of clocks can be 

harnessed towards understanding the evolutionary ecology of circadian rhythms, 

particularly in the context of infections. Lessons from interrogating evolutionary and 

ecological questions from a chronobiological framework include both understanding the 

coevolution of hosts and parasites in the wild, as well as using this knowledge towards 

making medical interventions which capitalise on disrupting or harnessing rhythms robust 

to evolution. Thus, understanding how rhythms in parasite offense and host defence 

evolve provides both basic and applied knowledge, and as parasites are ubiquitous in 

nature, lessons learned from this research may be broadly applicable and could help 

elucidate open questions in evolutionary ecology.  
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8. Appendices 

8.1. Appendix: Chapter 3 

Parameter Definition 

freq.M Median frequency 

freq.IPR Frequency interpercentile range 

spec.mean Mean of the frequency in the 3-6 kHz spectrum 

spec.median Median of the frequency in the 3-6 kHz spectrum 

spec.mode Mode of the frequency in the 3-6 kHz spectrum 

freq.P2 Frequency terminal percentile 

time.M Time median 

freq.P1 Frequency initial percentile 

spec.sd S.D. in the 3-6 kHz spectrum 

spec.sem S.E.M. in the 3-6 kHz spectrum 

spec.Q25 First quartile in the 3-6 kHz spectrum 

spec.Q75 Terminal quartile in the 3-6 kHz spectrum 

spec.IQR Interquartile range in the 3-6 kHz spectrum 

spec.cent Centroid in the 3-6 kHz spectrum 

spec.skewness Skewness in the 3-6 kHz spectrum 

spec.kurtosis Kurtosis in the 3-6 kHz spectrum 

spec.sfm Spectral flatness measure in the 3-6 kHz spectrum 

spec.sh Spectral entropy in the 3-6 kHz spectrum 

spec.prec Frequency precision of the 3-6 kHz spectrum 

 
Table I. Parameters derived from audio clips using the Seewave R package. Parameters 
highlighted in yellow were chosen to train the models. 
 

 Reference 

Prediction  n y 
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n 114 2 

y 0 22 

 

Table II. Random forest model confusion matrix. Model “predictions” (“n” = no, “y” = yes, 

pertaining to whether a given clip contained chirping or not) on the left are compared 

against known “reference” clip values (“n” = no, “y” = yes along the top). The model 

predicted “no” correctly 114 times and incorrectly 2 times. The model predicted “yes” 

correctly 22 times, and “yes” incorrectly 0 times. Thus, the model (though overall very 

accurate, 98% as shown in Table III) is more likely to supply false negatives than false 

positives, rendering the model both highly accurate and conservative. 

 

Accuracy 0.9855 

95% CI (0.9486, 0.9982) 

No Information Rate 0.8261 

P-Value  1.592e-09 

Kappa 0.9478 

Mcnemars Test P-value 0.4795 

Sensitivity 1.0000 

Specificity 0.9167 

Pos Pred Value 0.9828 

Neg Pred Value 1.0000 

Prevalence 0.8261 

Detection Rate 0.8261 

Detection Prevalence 0.8406 

Balance Accuracy 0.9583 

 

Table III. Accuracy statistics associated with the random forest model. 
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Figure I. Accuracy and kappa results from three algorithms (rf=random forest, 

cart=classification and regression tree, kNN=k-nearest neighbors) tested using k-fold 

cross validation. 
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Figure II. Experiment 2: Individual Lomb-Scargle periodograms with most significant 

period estimate indicated by the black x on each plot. Temperature treatment groups are 

indicated by colours in the legend (22°C=blue, 25°C=purple, and 28°C=pink). Power of a 

given period estimate is located on the y-axis, and period (in hours) is located on the x-

axis.  

 

 
Figure III. Experiment 3: Individual Lomb-Scargle periodograms during the LD lighting 

regime with most significant period estimate indicated by the black x on each plot. 

Temperature treatment groups are indicated by colours in the legend (22°C=blue, 

25°C=purple, and 28°C=pink). Power of a given period estimate is located on the y-axis, 

and period (in hours) is located on the x-axis.  
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Figure IV. Experiment 3: Individual Lomb-Scargle periodograms during the DL lighting 

regime with most significant period estimate indicated by the black x on each plot. 

Temperature treatment groups are indicated by colours in the legend (22°C=blue, 

25°C=purple, and 28°C=pink). Power of a given period estimate is located on the y-axis, 

and period (in hours) is located on the x-axis.  

 

 
Figure V. Correlation plots for each phase marker (A. Onset, B. Peak, and C. Offset; x-axes) 

in ZT and “singing prevalence” in hours (y-axes). Spearman’s correlation coefficient (R) 

and associated p-values are shown on each plot, along with points representing 

individuals, the regression line, and shaded areas are the confidence interval.   
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8.2. Appendix: Methods for detecting and quantifying singing by male crickets 

Rationale & Background 

Considerable time and effort were put towards developing and testing methods to collect 

high resolution data on the singing rhythms of male T. oceanicus. As my goal was to use 

this data towards characterising circadian singing rhythms, I had several general 

requirements: (1) song identification must be accurate and temporally precise, (2) data 

collection must be possible in both light and dark conditions, and (3) resulting high 

volumes of data spanning multiple circadian cycles must be able to be processed quickly. 

To that end, I tried three separate approaches towards collecting continuous singing data, 

the first of which involved video recordings while the second two relied on audio 

recordings.  

 

Male T. oceanicus song is produced through stridulation, which involves the rhythmic 

opening and closing of the forewings, running two comb-like apparatuses (the scraper 

and the file) over one another (Pfau and Koch 1994). Initial attempts focussed on video 

recording because stridulation is visually distinct from other behaviours. If successful, 

using video recordings would have allowed the stridulatory rhythms of flat wing (as well 

as normal-wing) male morphs to be investigated because they stridulate in the same 

manner as normal wing males, but due to the feminisation of their wings, their stridulation 

does not produce typical calling song and they are largely silent (Zuk, Rotenberry, and 

Tinghitella 2006). Furthermore, it is possible to remove the scraper from normal wing 

males without interfering with their singing activity (J. G. Rayner, Schneider, and Bailey 

2020). By rendering males silent, they do not acoustically interfere with the singing effort 

of their neighbours, which allows many males to be independently monitored in an array 

covered by a single video camera. Thus, using video to gather data offers the potential for 

good sample sizes of both normal and flatwing males simultaneously.   
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Unfortunately, video-based approaches proved insufficiently tractable, so I switched 

focus to audio recordings made by normal wing males who had to be acoustically isolated 

by using a separate incubator for each male. Here, I outline the methods trialled for the 

video recordings as well as the first attempt at processing the audio. I describe the 

shortcomings and pitfalls associated with both, ultimately leading to the development of 

the methods described in Chapters 3 and 4.  

 

PLAN A: Video recording methods  

I collaborated with Dr. Nathan Bailey, Dr. Will Schneider, and Dr. Jack Rayner to trial their 

method for collecting and extracting singing data from video recordings. Briefly, their 

method (see (J. G. Rayner, Schneider, and Bailey 2020) involves gluing a small reflective 

tag (3-4mg) to the distal tip of each male’s right forewing using a small amount of 

superglue (Loctite, Germany). I first had to mute the normal wing males used for this trail 

(to prevent acoustic interference) by removing the scraper on their wings using scissors. 

Next, males were placed into an array (a craft supply box) with 20 small compartments of 

55 × 43 × 35mm. I removed the front panel of the box and replaced it with a fine mesh 

covering to contain males. However, mesh proved unsuitable - the first cricket trialled 

using this covering made quick work of chewing through it and escaping (though it was 

later retrieved). I next modified the box to have a custom fitted Perspex covering which 

was resistant to cricket escape. Unfortunately, Perspex caused a high degree of reflection 

on the video recordings and the plastic panels of the array also obscured the recordings 

due to reflection. To solve the reflection problem, I sprayed the array with matte black 

spray paint and continued trials with different, clear anti-reflective Perspex. 

 

Once contained within an array, males were filmed using a Nikon D3300 (720p at 60fps) 

(J. G. Rayner, Schneider, and Bailey 2020). We recorded one cricket per compartment, 

with 16 crickets visible in each field of view. Once recordings had finished, the videos were 

processed via a bespoke MATLAB script which identified individual males and quantified 
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the duration of wing movement bouts each made. To that end, video was adjusted for 

brightness and contrast such that the resulting image frames contained only the reflective 

tags. The location of the tag was then pinpointed on a coordinate plane by the script so 

that between frame movement could be calculated. I followed requirements for wing 

movement to be considered singing (as opposed to other wing movements, e.g. 

aggression displays) outlined in (J. G. Rayner, Schneider, and Bailey 2020)  

 

The method developed by (J. G. Rayner, Schneider, and Bailey 2020) was designed to 

provide video recordings that seldom lasted more than a couple of hours. To quantify 

circadian rhythms, my experiments required males to be monitored for weeks. This 

caused several problems. After just a few hours, many of the males were able to remove 

the reflective wing tags or the tags would fall off due to movement. Because of this, I also 

trialled dabbing a bit of Tippex on the tip of the wings, but this did not provide a clear 

enough image on the recordings in dim red light (which must be used to record singing 

activity during the night) to accurately retrieve singing information. Thus, using the 

reflective tags and performing daily checks to replace lost tags appeared the best solution. 

However, dealing with continuous video recordings proved an unsurmountable obstacle, 

making the tag problem irrelevant.  

 

Collecting and processing the large quantity of data produced via continuous video 

recordings presents challenges for data storage and the time required to run the bespoke 

MATLAB script.  

I first aimed to minimise these issues by optimising the trade-off between video quality 

and processing time; to use video recordings of sufficient quality to accurately pinpoint 

singing, but not so high as to preclude timely processing. Using the initial Nikon D3300 

produced significantly larger files than a microcomputer or webcam, so to minimise file 

size and so, facilitate timely processing, I trialled alternative camera set ups. In my first 

attempt, I used a low power Raspberry Pi microcomputer (Raspberry Pi 4 Model B) fitted 
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with a camera module (Raspberry Pi Camera Module V2). Recordings from this setup were 

not of sufficient quality to accurately detect the reflective wing tags using the MATLAB 

script. I next trialled a Logitech C922 Pro HD Stream Webcam, which similarly did not 

produce video data of sufficient quality to accurately detect the reflective wing tags. 

These trials demonstrated that high quality video recordings were essential and so I next 

used a Nikon D3500 Digital SLR Camera with 18-55mm AF-P Non-VR Lens and a tripod 

(Manfrotto MT055XPRO3). With this setup, I acquired video recordings of sufficient 

quality to detect wing tag movement using the MATLAB script. However, processing 1h of 

video took ~24h, and because my recordings were to be for weeks at a time, processing 

this vast quantity of recordings would not be possible using this script without access to a 

computing cluster.  

 

Outcome  

Because I had invested a considerable amount of time (~12 months; alongside Chapters 

2 and 5) into trialling the video methods, and because there was no guarantee that 

spending further months engaging with a computing cluster was a solution, I pivoted to 

developing a method to use audio recording data instead. While basing my data on audio 

recordings meant that I could not include flatwing males as subjects in my experiments 

and constrains sample size, it does have the benefit of avoiding any negative 

consequences of the procedure require to mute normal wing males. 

 

PLAN B: Audio recording methods 

 T. oceanicus song is readily distinguished from other sounds and characterised by a long 

chirp duration followed by a short chip duration (Figure A1) with a peak frequency of 

~4.8kHz (Figure A2). To prevent singing by males within an experiment from stimulating 

or inhibiting other replicate males, each had to recorded in its own incubator. This 

required suitable housing for both crickets and their recording devices, and a method to 

differentiate song from the background noise of incubator mechanics. Individual crickets 
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were housed in 9L plastic containers with lids, with food and water available ad libitum, 

and egg carton for shelter with audio recorders fixed to the side of the box. I used a Sony™ 

ICD-UX560 Digital Voice Recorders equipped with Integral™ Micro Secure Digital 

eXtended Capacity cards) set to a sampling rate of 44.1 kHz and a 16-bit resolution (stereo 

MP3 file format) and connected to an external power supply cord for all trials. 

 

 
Fig. 1. T. oceanicus song is characterised by a short chirp duration (0-~1s; x-axis) followed 

by a long chirp duration (1.5-3.0s; x-axis). Amplitude is shown on the y-axis, and a 25% 

amplitude threshold is set (horizontal blue dashed line) such that any sample above this 

threshold is marked as signal (i.e. singing), and anything below the threshold is marked as 

pause (i.e. background noise). Signal events are also outlined in blue, and the length of 

time for each signal and pause event are indicated in small blue text on the figure. The 

sum of all signal and pause event times equals the total duration of the file.  
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Fig. 2. Spectrogram (top) and associated oscillogram (bottom) for a normal-wing male 

calling song (from 0-6s) followed by background (i.e. incubator) noise (6-10s). Frequency 

is shown on the y-axis of the spectrogram and relative amplitude is shown on the y-axis 

of the oscillogram. Time in seconds is along the x-axis. Colours in the spectrogram indicate 

amplitude (dB, as shown in the legend). 

 

I based my first audio analysis methods on those described in “Sound Analysis and 

Synthesis with R” (Sueur 2018). This involved breaking each continuous audio file 

(regardless of total duration) into 60s “clips”, which were then passed through an 

amplitude threshold. The amplitude threshold marks any sample above the limit as signal 

and anything below as pause and records those event durations in seconds. It is then 

possible to extract the length (in seconds) of each signal and pause event in a given clip 

and determine their ratio (see Fig. A3 for 3 examples of this ratio). By setting an 

appropriate amplitude threshold, singing can be differentiated from background noise 

with a high degree of accuracy.  
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Fig. 3. Oscillograms of cricket song, incubator noise, and cricket song followed by 

incubator noise (y-axes indicate relative amplitude and x-axes indicate time in seconds). 

The horizontal blue dashed line across each plot indicates an 80% amplitude threshold. 

Each signal event is also outlined in blue, and the length of signal events are written in 

small blue text on the figure. In the left-most figure showing only cricket song , 46 signal 

events were detected (i.e., the number of times the amplitude threshold was crossed), 

and signal:pause = 0.048. In the middle figure showing only incubator noise, 14 signal 

events were detected and signal:pause = 0.011. In the right-most figure, for the first 3s 

the cricket is singing, and for the final 3s the cricket stops and so only incubator noise is 

recorded. In this figure, 37 signal events are detected and the signal:pause = 0.021.  

 

While the signal:pause is a valid method to identify and quantify a sound of interest (Sueur 

2018), several issues arose, making it a poor approach for my experiments.  First, the 

parameters set for detecting signal need to be constant across audio files from different 

males and incubators (Sueur 2018). Because of this, a relatively high amplitude threshold 

must be set to minimise capturing rare instances of loud incubator background noise as 

signal (Fig. A3). Even with a threshold of 80%, some background noise is still captured (Fig. 

A3). However, such a high amplitude threshold also markedly reduces power to detect 

singing. For example, in Fig. A3i, the male sang consistently for the entire duration of the 

audio clip, though, the signal:pause is in a comparably low range (0.048; Fig. A3i) to the 

clip in which the male did not sing at all (0.011; Fig. A3ii). Yet, the signal:pause ratio reports 

erroneously there is ~4x less singing in the clip in Fig.A3ii when there is no male present 

to sing.  
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I tried to remedy this by placing a frequency filter on the audio files to home in on the 

frequency range of the calling song (~4.0-5.5 kHZ). However, this was accompanied by an 

overall decrease in the amplitude of files which do not contain any singing which forces 

an error in the R package I use. Specifically, files in which no signal is detected return an 

“error” message from the R package “Seewave” (the package which accompanies “Sound 

Analysis and Synthesis with R”; (Sueur 2018), which makes it impossible to differentiate 

between a true error or a file in which no signal was detected. Because male crickets do 

not sing for most of the circadian cycle, this uncertainty was unacceptable for our 

expectations of accuracy.  

 

Outcome 

For the reasons discussed, neither the video nor audio methods described in this appendix 

were selected to be used to detect singing in my experiments. Instead, I ultimately chose 

to pursue a machine learning approach in which I trained a Random Forest model to 

detect male song within a 60 second audio clip with >98% accuracy. Details for this 

method can be found in Chapters 3 and 4. My endeavours taught me a great deal about 

video processing and bioacoustic analysis (not to mention perseverance) and the 

bioacoustics methods provided the foundation for the machine learning algorithm, 

because the audio parameters describing T. oceanicus song were derived from my trial 

recordings and used to train the models. Finally, familiarising myself with video tracking 

methods will possibly prove useful for future work (e.g., for use whilst recording flatwing 

males).  
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8.3. Appendix: Chapter 4 

 

Subjective "lights off" = !
𝐷𝐿!"#$%&'()) ∗ 𝜏**

24 ( + (𝐷𝑎𝑦 − 1) ∗ !
𝐷𝐿!"#$%&'()) ∗ 𝜏**

24 − 6( 

 

Subjective "dusk" begins = 1!
𝐷𝐿!"#$%&'()) ∗ 𝜏**

24 ( + (𝐷𝑎𝑦 − 1) ∗ !
𝐷𝐿!"#$%&'()) ∗ 𝜏**

24 − 6(2 − 1	
 

Subjective "lights on" = 1!
𝐷𝐿!"#$%&'(+ ∗ 𝜏**

24 ( + (𝐷𝑎𝑦 − 1) ∗ !
𝐷𝐿!"#$%&'(+ ∗ 𝜏**

24 − 12(2 + (.5 ∗ 𝜏**) 
 

Subjective "dawn" begins = !"
𝐷𝐿!"#$%&'() ∗ 𝜏**

24 ) + (𝐷𝑎𝑦 − 1) ∗ "
𝐷𝐿!"#$%&'() ∗ 𝜏**

24 − 12)1 + (. 5 ∗ 𝜏**) + 1 

 
 

Equations I. Whilst free-running, subjective “lights on and off” do not simply follow from 

the previously experienced DL photoschedule; rather, it is based on their own unique FRP. 

Thus, we derived equations based on each individual’s FRP to determine their subjective 

“lights on” and “lights off” whilst free-running. Subjective “lights off” and “lights on”, and 

associated subjected “dusk” and “dawn”, where 𝐷𝐿!"#$%&'()) is equal to lights-off from 

the 12D:12L photoschedule, 𝐷𝐿!"#$%&'(* is equal to the lights-on from the 12D:12L 

photoschedule, and 𝜏++ is equal to the free-running period for a given individual.  

 

Parameter Definition 
freq.M Median frequency 
freq.IPR Frequency interpercentile range 
spec.mean Mean of the frequency in the 3-6 kHz spectrum 
spec.median Median of the frequency in the 3-6 kHz spectrum 
spec.mode Mode of the frequency in the 3-6 kHz spectrum 
freq.P2 Frequency terminal percentile 
time.M Time median 
freq.P1 Frequency initial percentile 
spec.sd S.D. in the 3-6 kHz spectrum 
spec.sem S.E.M. in the 3-6 kHz spectrum 
spec.Q25 First quartile in the 3-6 kHz spectrum 
spec.Q75 Terminal quartile in the 3-6 kHz spectrum 
spec.IQR Interquartile range in the 3-6 kHz spectrum 
spec.cent Centroid in the 3-6 kHz spectrum 
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spec.skewness Skewness in the 3-6 kHz spectrum 
spec.kurtosis Kurtosis in the 3-6 kHz spectrum 
spec.sfm Spectral flatness measure in the 3-6 kHz spectrum 
spec.sh Spectral entropy in the 3-6 kHz spectrum 
spec.prec Frequency precision of the 3-6 kHz spectrum 

 

Table I. Parameters derived from audio clips using the Seewave R package. Parameters 

highlighted in yellow were chosen to train the models. 

 

 

 

Figure I. Chi-square periodograms for individual males under the entraining LD 

photoschedule. Period estimate (“period” in hours) and power are shown on the x- and 

y-axes, respectively. Populations are indicated by colours in the legend (blue-green = 

“Mangaia Islands” and orange= “Oahu”). The most significant period estimate is marked 

with a black “X” on the line plot and written as text on the plot. Two individuals from the 

Mangaia Island population did not return significant period estimates for this 

photoschedule (the 3rd and 4th plots from the left along the top row).  
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Figure II. Chi-square periodograms for individual males under the free running DD 

photoschedule. Period estimate (“period” in hours) and power are shown on the x- and 

y-axes, respectively. Populations are indicated by colours in the legend (blue-green = 

“Mangaia Islands” and orange= “Oahu”). The most significant period estimate is marked 

with a black “X” on the line plot and written as text on the plot. One individual from the 

Mangaia Island population did not return a significant period estimate for this 

photoschedule (the 2nd plot from the left along the middle row). 
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8.4. Appendix: Chapter 5 

 

Model description:  
Log10(Conversion) ~  

df log(L) AICc ΔAICc AICc w 

donor 3 -13.80 34.80 0.000 0.648 
donor + schedule 4 -13.77 37.64 2.842 0.156 
null 2 -16.74 38.05 3.252 0.127 
schedule 3 -16.72 40.63 5.831 0.035 
donor + schedule + donor*schedule  5 -13.71 40.75 5.950 0.033 

 

Table 1. Degrees of freedom (df), log-Likelihood (log(L)), AICc, ΔAICc (AICci – AICcmin), and 

AICc w (AICc weight) for each linear model in the conversion analysis using the full dataset 

ordered in descending fit (best-fitting model at the top). The response variable for each 

model is the log10-transformed conversion rate. “Schedule” refers to parasites either in-

synch or out-of-synch with the host, and “donor” corresponds to parasites taken from 

donor mice kept in either the standard or reversed light : dark schedule. 
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Figure 1. Conversion estimates, alongside mean ± S.E. (calculated post-transformation), 

for parasites in- and out-of-synch with host circadian rhythms using the full dataset. Points 

represent raw data, log10-transformed to approximate normality. Data from experiment 

in O’Donnell et al. 2011. 

 


